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Scientific

To the Small
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Social

Communities

Many interacting communities, each with their own software, compute
environments etc.

Figure adapted from Moss et al, 2010
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I The network view is the easy
view!

I What are the data policies?
What are the (possible) data
residence times?

I What agreements are in place?

I What can we rely on in this
picture? For example, who has
to agree to upgrade something
(a network link for example)?

I How do community science
drivers/requirements lead to
infrastructure provision.
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Consequences

Sharing

Science across scales

Lots of interacting communities

Lots of infrastructure

Can we share infrastructure?
Between communities?

Between nations?
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Give me more computing?

Give me more computing? Global Climate Modelling
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Give me more computing?

Give me more computing - Direct Numerical Simulation

We want to observe and simulate the world at ever higher resolution! More complexity!
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Give me more computing?

Give me more computing? How this has gone
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Give me more computing?

Give me more computing? Where is this going
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Consequences for data

Global Data Archival

Fig. 2 The volume of
worldwide climate data
is expanding rapidly,
creating challenges for
both physical archiving
and sharing, as well as
for ease of access and
finding what’s needed,
particularly if you’re
not a climate scientist.

(BNL: Even if you are?)

J T Overpeck et al. Science 2011;331:700-702
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Consequences for data

Institutional - NCAR

Storage, and

power for

storage, will

dominate

NCAR’s

compute

budget within

a few years!

(Rich Loft,

2014).
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Consequences for data

Institutional - STFC and CEDA

Predictions for JASMIN in 2020? 30 — 85 PB of unique data1!
But we think we could only fit only 30 PB disk in the physical space
available2!
(1Not including CMIP6, which might be anything from 30 PB up. 2Unless we can throw out the CERC Tier1 centre with whom we share!)
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Consequences for Physical Systems

CEDA Evolution
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Consequences for Physical Systems

Eerily similar to Google
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Consequences for Physical Systems

Not so subliminal message:

As we move to exascale storage, not everyone will be able to scale from a
few machines to one (or more) massive machine rooms.

Actual subliminal message:

As well as hardware, one needs an awful lot of software to manage and
exploit data at scale. Much of it will be bespoke!

Infrastructure for Environmental Supercomputing: beyond the HPC!
Bryan Lawrence - HPC and Data in Earth Sciences, Trieste, November 2014



Motivation Drivers Background Trends Collaboration JASMIN Summary

Storage Costs

Kryder’s Law

Solid objects: colours are different generations of disk. Crosses: different generations of tape.

(Data from Peter Chiu, Jonathan Churchill and Tim Folkes, STFC)
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Storage Costs

Kryder’s Law

Solid objects: colours are different generations of disk. Crosses: different generations of tape.

Kryder’s Law definitely slowing down! Plenty of mileage still in tape though!
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Frustrated Users

U.S. National Academy

“Without substantial research effort into new methods of storage, data
dissemination, data semantics, and visualization, all aimed at bringing

analysis and computation to the data, rather than trying to download the
data and perform analysis locally, it is likely that the data might become

frustratingly inaccessible to users”

A National Strategy for Advancing Climate Modeling, 2012

Semantic Analysis: “substantial research effort” “new methods”
“computation to data” “rather than trying to download” “frustratingly

inaccessible” (to whom?)
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Software Complexity

What about software?

According to Ken Batcher, “A supercomputer is a device for turning
compute bound problems into I/O bound problems.”

. . . which is a little unfair, but I think it is fair to say that (some of) the
community underestimates the effort ahead!
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Software Complexity

Putting it all together

Physical Infrastructure Requirements

Software Requirements

Scientific Requirements

Organisational Structure

Workflow Tools

People
Models

Sub-Models

Processes

Understanding

Model Diversity

Science Code

Metadata

Parallelisation

Framework

Data Tools

HPC Networks Data Archives

Analysis

Visualisation

Resolution

Complexity

Initialisation

Evaluation

Algorithms*

*Algorithm choice cannot be 
agnostic about hardware type 
(e.g. solver choice effected by 
knowledge of gross hardware 
characteristics  such as million 
core architectures).

Desired Outcomes & Success Factors

Application PullResearch Push
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Software Complexity

Summary so far

The technology drivers are tending towards infinitely cheap computing
and infinitely expensive data systems!

(?tending?: tending, I just said tending, nothing ever asymptotes ok!)

However, while the computing might be (relatively) cheap, exploiting it is
likely to become harder and harder

The solution involves collaboration . . .
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Software

Better Software - 1

(Major European initiatives - IS-ENES1 and IS-ENES2 ...)
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Software

Better Software - 2

(Major global initiatives - esdoc!)
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Taking the compute to the data

The ExArch Project - Taking compute to the data!
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Collaboration Interfaces

Infrastructure Relationships
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Collaboration Interfaces

Infrastructure and Agreements

How do we progress from here?
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Collaboration Interfaces

Collaboration Interfaces

Start to understand the important interfaces!
(Already simplified because we have taken out the generation of the data!)
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Collaboration Interfaces

Collaboration Interfaces

Consider three cases: institutional, federated, and served domains!
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Portals and Federations

Customised Portals, e.g: UKCIP

... with dedicated hardware:
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Portals and Federations

ESGF
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Portals and Federations

The trend
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Portals and Federations

(Reminder) Collaboration Interfaces

Consider three cases: institutional, federated, and served domains!
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Clouds

An introduction to the cloud

Why cloud? Remember all this communities, with their own software
environments?

“Cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing
resources that can be rapidly provisioned and released with minimal
management effort or service provider interaction.” — NIST SP800-145
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Clouds

So we have built an ”HPC-data” cloud: JASMIN

I 12 PB Fast Storage

I 1 PB Bulk Storage

I Elastic Tape

I 4000 cores: half
deployed as
hypervisors, half as
the “Lotus” batch
cluster.
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Clouds

Virtual Organisations

Platform as a Service −→ Infrastructure as a Service

NCAS itself will run a semi-managed virtual organisation (with multiple
group work spaces), but large groups within NCAS can themselves also

run virtual organisations.
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Clouds

Institutional Landscape

Infrastructure for Environmental Supercomputing: beyond the HPC!
Bryan Lawrence - HPC and Data in Earth Sciences, Trieste, November 2014



Motivation Drivers Background Trends Collaboration JASMIN Summary

Clouds

Some Special Virtual Organisations

CEDA: Centre for Environmental Data
Archival

I Will provide archival services for the
community.

I Data held in the archive will be
managed, and made available to all the
managed and semi-managed V.O.s
directly (and indirectly to the
un-managed V.O.s).

I Will provide “generic” access platforms
for virtual organisations that do not wish
to manage their own platforms and users
who do not belong to specific virtual
organisations.

EOS Cloud

I Cloud services for the environmental
’omics community

I Delivered by JASMIN on behalf of the
Centre for Ecology and Hydrology

CEMS: The facility for Climate, Environment
and Monitoring from Space

I Will acquire and archive (via CEDA) key
third party datasets needed by the NERC
science community.

I Will provide services for the Earth
Observation Community, in particular, in
partnership with Satellite Applications
catapult (SAC), the UK and European
space industry.

I The academic component will run on
JASMIN, the bulk of the industrial
component, in the SAC, with access to
CEDA data.
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Clouds

UPSCALE

UPSCALE: UK on PRACE — weather
resolving Simulations of Climate for
globAL Environmental risk.

I Ensembles of global atmospheric
climate simulations at weather
forecasting resolution.

I Used a one-year 144 million
core-hour PRACE allocation on
HERMIT (1 PFlop Cray XE6,
typically running with up to
50K/115K cores).

I Produced more than 400 TB of
data over 10 months, shipped to
JASMIN.

I UPSCALE GWS accessed via two
VMs: one managed by the met
office, one by NERC, with 25 & 33
users respectively — a total of 50
unique GWS users (11/2014).

(Vidale/Roberts - NCAS/Met-Office)
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Clouds

Environmental Research Workbench
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Clouds

The “headline” virtual organisations
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Clouds

Platform as a Service: The JASMIN Analysis Platform

I Multi-node
infrastructure
requires a way to
install tools quickly
and consistently

I The community
needs a consistent
platform where
ever they need
them.

I Users need help
migrating analysis
to JASMIN.

http://proj.badc.rl.ac.uk/cedaservices/wiki/JASMIN/AnalysisPlatform
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Clouds

Integrated Cloud Provisioning
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Clouds

Integrated Cloud Provisioning
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Physical Infrastructure

JASMIN LOTUS Compute

I 226 bare metal hosts, each with 2 NICs; 3556 cores!

I 17 large memory hosts

I Easily reconfigured between hypervisor and lotus roles!
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Physical Infrastructure

JASMIN I/O performance

JASMIN Phase 2
I 7 PB Panasas (usable)

I 100 Nodes hypervisors

I 128 Nodes Batch

I Theoretical I/O performance Limited by
Push: 240 GB/s (190x10 Gbit)

I Actual Max I/O (measured by IOR)

using ≈ 160 Nodes
I 133 GB/s Write
I 140 GB/s Read
I cf K-Computer 2012, 380 GB/s

(then best in world, Sakai, et al,
2012)

I Performance scales linearly with
bladeset size.

I (JASMIN phase 1 is in production usage, so we can’t do

a “whole system” IOR, but if we did, we might expect to

add another 1/3 performance to take us up to 200 GB/s

overall ? certainly in the top-10, with JASMIN phase 3

to come.)

JASMIN2 Panasas I/O performance

Sakai et al performance (cf storage targets):
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Physical Infrastructure

Performance and Reliability

In a Panasas file system we can create
“bladesets” (which can be thought of as

“RAID domains”, but note RAID is file based).

Trade-off (per bladeset) between
performance, contention, and
reliability:

I Each bladeset can (today) sustain one
disk failure (later this year, two with
RAID6).

I The bigger the bladeset, the more likely
we are to have failures.

I In our environment, we have settled on
max o(12) shelves ≈ 240 disks per
bladeset. In JASMIN2 that’s ≈0.9PB
(0.7 in JASMIN1, with 3 TB disks cf J2, 4 TB)

I Typically, we imagine a virtual
community maxing out on a bladeset, so
per community, we’re offering
o(20)GB/s.
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Physical Infrastructure

A subliminal message:

Did you notice that we could thrash a state of the art HPC parallel file
system to within an inch of it’s life with just o(100) nodes?!

Our file systems are nowhere near keeping pace with our compute!

(Looking to future technologies ...)
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Physical Infrastructure

Tape and Backup

At petascale we can’t do automatic backup!
(We have users who can create a 100 TB dataset one day, and trash it the next because it wasn’t quite right .... there is no sensible way

to manage that automatically!)

Nearly every large site ends up building their own bespoke tape
management system (e.g. Met Office/MASS, ECMWF/MARS,
CERN/Castor).

We are providing the managed VOs access to an “elastic tape” service;
“elastic” in the cloud sense, a VO can keep adding tape beyond what we
allocate them if they want to spend their own money!

I Layered on the CASTOR tape service run at STFC.

I VO managers can read and write data without knowing about the tape system, they simply
get a job number to go with a list of files, and can retrieve the list of files at a later date.

I There is much to do ... including working out a solution for the un-managed cloud!
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Physical Infrastructure

Making use of the bandwidth

We’ve had some network upgrades since then. The bottom line is that
you should be able to move TBs per day - to JASMIN at least.
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from drivers to infrastructure

Drivers and Trends

I Scientific (ish)
I Increasing resolution
I Increasing interdisciplinarity
I . . . more complexity, more communities involved!

I Technology
I Cheaper computing . . .
I . . . (relatively) more expensive storage.
I Need to better exploit tape

I Consequence:
I Frustration
I More concentration onto community facilities!
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from drivers to infrastructure

Collaboration Infrastructure

I Bigger communities sharing software . . . without necessarily having
the necessary understanding of how to “share” software
development!

I Drive to bringing compute to the data . . . but where is the data, and
is the infrastructure ready for “that particular” compute requirement
(software, resource etc)?

I Infrastructures result which are “dedicated”, “generic” and trying to
cross national boundaries . . . but we haven’t really understood all the
interfaces and agreements necessary.

I Need to consider institutional, disciplinary requirements in terms of
collaboration interfaces as well as software interfaces!
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from drivers to infrastructure

The JASMIN cloud

An attempt to
address the
“bringing compute
to the data” issue:
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from drivers to infrastructure

Final Remarks

I When we consider the entire workflow associated with environmental
simulation, we realise that the “time in the supercomputer” doing
simulation, is only a small part of the entire workflow.

I When we look at the trend in the balance of hardware spending at
weather and climate supercomputing sites we see a trend towards a
greater proportion of the funding on the storage, but

I We have yet to see a comensurate trend towards the spend for an
appropriate software infrastructure for data, and

I We have yet to see a real understanding of the data handling
implications at the generic national and international facilities,
although they’re all beginning to recognise there might be a problem!

The bottom line: Getting our models to run on (new) supercomputers is
hard. Getting them to run performantly is hard. Analysing, exploiting
and archiving the data is (probably) now even harder!
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