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Context >mmons

130km

N96
(from ~2002)

UPSCALE

2013

UKJay
ation (UJCC)
th tor

Papers per year

Just one example, of the many axes of growing scientific demand in
simulations and observation:

» From 7K to 3.1M points (0.05 MB to P Multi-year data management campaigns to
25MB) for a single timestep of a single support the data analysis (which needs to
level of a global field. include similarly high-resolution

observations).
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Background Trend

Consequences - Long Term Trends

The long-term trend in computing requirement (over decades);
compute and storage:

UKMO Storage and Compute

7B Stored (Data courtesy of Mick Carter, UKMO)
- Peak (Tflops)
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Context
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Background Trend

Consequences - Long Term Trends

The long-term trend in computing requirement (over decades);
compute and storage:

10°
108 UKMO Storage and Compute - ukmo Storage
(Data courtesy of Mick Carter, UKMO) 107 H. ukmo Compute
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Summary

Context

Infrastructural View

dinburgh
ot all NCAS sites shown!

EPCC
ARCHER

SuperJanet Backbone
10 Gb/s;
+2 Gb Lightpath
+ upgrade plans

1 Gb Lightpath
+ upgrade plans

o
Bournemauth
d

Plymoutho Torguay.
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Context s ) ge and |

Communities

Growing range of interacting communities

Physical Environment ModeD

1\ Hydrology
v,

Oceanic
Processes

Earth System Models
(including Chemistry)

Policy Models

Many interacting communities, each with their own software, compute
environments, observations etc.

Figure adapted from Moss et al, 2010
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Provide a state-of-the art
storage and computational
environment

Provide and populate a
managed data environment
with key datasets (the
“archive”).

Encourage and facilitate the
bringing of data and/or
computation alongside/to
the archive!

Provide FLEXIBLE methods
of exploiting the
computational environment.

=

University of
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Commons

P Provide a state-of-the art
storage and computational
environment

» Provide and populate a
managed data environment
with key datasets (the
“archive”).

» Encourage and facilitate the
bringing of data and/or
computation alongside/to
the archive!

P Provide FLEXIBLE methods
of exploiting the
computational environment.

eg.
BIOLINUX

immary

e.g.
OPeNDAP/

- FTP/
o= OPtiRAD/
— S3
=~
Platform Infrastructure Software
asa asa asa
Service Service Service
We provide you We provide you We provide you
the “Platform”; with a cloud on with REMOTE
you can LOGIN which you access to data
and exploit the INSTALL your own VIA web and
batch cluster. computing. other interfaces.

CEDA
Archives

JASMIN - Data Intensive Computer
Storage, Compute and Network Fabric
Batch Compute, Private Cloud, Disk,

— National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEAREH COUNEIL

The UK JASMIN Environmental Commons: Now and into the Future
Bryan Lawrence - RAL, 27th June 2017

2

University of

Reading



Commons

Interactions

immary

Transforming data into information

Primary S
econda .
R- ""T"r;,'g"t' -----------------r! Tertiary
aw-ish” data .
. ’ Organised | | -~
(Esoagqtu”e?. Pro%:essed Information
atasets, ; Products
Model Runs, M‘ﬂ’f {?__S_f’_l_l_rfes s DN [ —
Instrument \ \
Datasets)

Medium Volume \ |  Small Volume
/| APIAccessible? /| Web Accessible?
High Volume e :
Filesystem Only

Medium Many
Numbers of Different Types
Bt « i ~ of
Low guml:;;rs of Te;gcf;j Iy Users
Xpel
Users Users

Ll ]
BACK This can be the same N — With different individuals or FRONT
DOOR physical storage and FAMILY groups responsible for the DOOR
compute infrastructure!

DOOR different “doors”.

= National Centre for
Atmospheric Science
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The UK JASMIN Environmental Commons: Now and into the Future
Bryan Lawrence - RAL, 27th June 2017

University of
E Reading



Centre for Environmental
Data Archival

s

NATURAL ENVIRONMENT RESEAR

+ Home » Data Centres

Contact Us CEDANews

sorn

AbOUtCEDA  DataCentres  Services  Projects  ForAcademics  ForBusiness Training  Help  ContactUs

Data Centres

The Cente Data Archival s resp g

The British

British Atmospheric At .
British Atme mospheric

@ o Data Gentre

e Bieh Amospheric

NERC Earth
Observation Data
Centre

The NEODC is NERC's designated

Data
atmospheric science cummumly ovett e, oo,
observations and NWP dati

The UK Solar System Data
m -
The UK Solar System Data Centre, co-funded by

STFC and NERC, curates and

part of NERC's Natonal
Centre for Earth Observation.

IPCC Data
Distribution Centre

The Intergovernmental Panel on Glimate Ghange (IPGC) DDC
provides climate, socio-economic and environmentl data, both from the

cled nto te uture.

from the upper atmospn Earth's
solar environment.

scenarios in
research and assessment are also provided.

Four internal data centres: http://ceda.ac.uk
Acquiring and Curating Data Archives

» Provides the initial mass
for the “gravity well”, by
feeding in both NERC
and third party data
products, available
through the “back door”.

» An example of a tenant
organisation in its own
right, delivering services
through the “front door”.

» Supports groups
delivering customised
services through “family
doors”

Other data centres could
be tenants and contribute
to the data commons in
the same way.

= National Centre for
Atmospheric Science
NATURAL ENVIRONHENT RESEARCH COUNCIL
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http://ceda.ac.uk

Hardware

JASMIN

Z /////l///ll//”/!‘v‘HH W
g
I

16 PB of fast disk; 0.5 PB of bulk disk (for virtual
compute); >30 PB of tape.

5000 compute cores (cluster and hypervisors);
dedicated high memory and transfer machines.

The Archive - curated data directly available to local
compute.

Group Work Spaces — fast storage with tape
accessible via the “Elastic Tape” service.

Generic Platform Compute — machines configured
for generic scientific analysis and data transfer.

Hosted Platform Compute — bespoke machines
deployed in the “Managed Cloud”.

Infrastructure Compute — private cloud portal and
customised compute in the “Un-Managed Cloud”.

Lotus Batch Cluster — managed cluster with a range
of node configurations (processor and memory).

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of

NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017

Reading



Commons JASMIN
000 oe

Hardware

Architecture

» JASMIN Internal Network: 10
Gbit non-blocking ethernet with

=== 4 low-latency (Mellanox) switches.
p— ypervisors
. » JASMIN Compute: primarily
I deployed in the LOTUS batch
Compute D G cluster, although two shared

-.— private clouds deployed on the
Cow ] (G s

Local Site
Network

andwo)

Internal
High Speed
Low Latency
Network

JASMIN Storage: primarily the
Panasas fast parallel file system
supporting the archive and group
work spaces. Fast non-blocking
network the heart of JASMIN!

Tape Support for the archive
(Storage-D) and the GWS
(Elastic Tape).

abelo)s ysig
v

hypervisor systems.

CEDA
Services

abeuo)g ade|
v

= National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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Persistence
Time?
o(weeks?)

Persistence | ( Persistence
Time? Time?
o(months o(years

Transfer

to years
nt-nodes A )

to decades)

simulations
ns-nodes

Storage
Layout?

Heterogeneous
analysis compute?
Queuing System?

Service Nodes
(few)

Analysis

Fat Nodes
na-nodes

(few)

laaS Nodes
(not enough)

Thin Nodes
(many)

PaaS/laaS
Balanc:

= National Centre for
Atmospheric Science
NATURAL ENVIRONHENT RESEARCH COUNCIL

In the petascale era, we're
handling petabytes of storage
with terabytes in each of
hundreds of workflow.

In the exascale era, we'll
have exabytes of storage,
with petabytes in hundreds
of workflows!

But we don't know much
about those workflows, now,
let alone in the future!

The UK JASMIN Environmental Commons: Now and into the Future

Bryan Lawrence - RAL, 27th June 2017
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Data Issues

The Organised Data Deluge

| RP P OPEIMICUS

Europe’s eyes on Earth
World Climate Research Programme

Clouds /
Chemistry/ circulation

Ocean/
aerosols

seaice

Characterizing Short-term
forcing hindcasts

4]

antarctic

wﬁ} ice sheet
cci

ice sheets

Y. Al areenland
c

Paleo- A
. Scenarios
dimate
Decadal
Land use prediction
Carbon Regional climate /
cyde Geo- extremes

engineering

Sentinel 1A (2014), 1B (2016)

Sentinel 2A (2015) 2B (20177)
CMIP6 data volumes and data rates not yet . 2
known, but the European contribution to Sentinel 3A (2016) 3B (20187)
HiresMIP alone is expected to exceed 2 PB.

— National Centre for
Atmospheric Science
NATURAL ENVIRONHENT RESEARCH COUNCIL

Data rate: o(6) PB/year

The UK JASMIN Environmental Commons: Now and into the Future
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Drivers
oe

Data Issues

The unorganised data deluge

The
e Long Tail

= Archive -

(CMOR)

Why the Future of Business
1s Selling Less of More

Petascale

Earth Observation
- (Standardised) CHRIS ANDERSON

(Climate Data)
Fortran, IDL, Matlab,

. Python
Typical Departmental &

Collection . (yuck) Excel, Access -
One instrument archive \

Personal science:
Ever more complex, and
ever more of it!

N 4 Laptop Scale

Side concept; Carole Gable via Liz Lyans

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future g University of
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017 Readlng



>mmons I Drivers Storz 0 Futur
O olo O @000 O O

Community Issues

The 50 Largest Group Workspace (GWS) Tenancies on JASMIN

GWS > Consortia > Tenancies. Group Work Spaces (October 2016)
70 ‘ 50 Of.132 GWS havg > 5 users arlld > 19.0 TB ‘
Tenancies get GWS resources
The largest consortia: 60 |- ° ]
atpolsci Atmospheric and N ° A
Polar Science o
director Director’s alloca- 0r N v e%e jwcrp |
tion (mainly sup- > AAA OCeanss
porting H2020) £ a0 vvy eoclim |1
ecohydro Ecology and Hy- g > .e »>p atpolsci
drology e 30l o »»p ecohydro |
eoclim Earth observation = v meEm director
and climate ser- 5 ° +®¢ owned
vices 20 &y :
jwerp Joint Weather ¥ B e s
and Climate
Research Pro- 1 ": i > " *
gramme
oceanss Oceans and Shelf Y60 ¢ w0 a0 30 400 500 600 700 800
Seas Allocated Size (TB)
owned Resour.ces own'ed 132 group workspace tenancies, supporting 822 users (of 1059
by third parties with login access). Most of the rest (< 10 TB) have a handful
within the JAS- of users, but there are also 7 with (< 10TB) and (> 10 users);
MIN partnership even for relatively small data volumes, sharing and co-location is

— National Centre for important.
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
NATURAL ENVIRONMENT RESEARCH COUNEIL Bryan Lawrence - RAL, 27th June 2017 Readlng



Drivers
0e00

Community Issues

What do the contents of the GWS look like?

GWS Storage (5366 TB) File Sizes

107 3
1%
o
i 105
ey
o
@
o 103
€
=)
Z 10!

le8

081 __ gz11078
[ —— zip:118 TB
f‘__’ 0.6 {1 — bigext:278 TB
- —— none:373 TB Key Size Range
2 0.4 4 — hdfa67T8 100kB to 1GB
2 —— pp:648 TB
€ ~—— nc:2868 TB
S 0.2 1
z T

0.0

T T T T T T T
) ® 2 © © © © ©
9 > A W W [©) < <
Y P° P S ) o 9 )
\3 o k% o 3 he &)
A0 S AP O RS
— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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Drivers
[e]e] o]

Community Issues

Hot or Not? (1)

Data from f the GWS:

Volume (TB): All Volume (TB): Hot

6,000

== bundle mm bundle

= code B code
5,000{ W figs 10007 o figs

mmm hdf mmm hdf

m nc . nc
4,000 | ™ other 800 mmm other

= pp = pp

- txt — txt
3,000{ ™= wmo 6001 mm wmo

2,000 400

1,000 200 4

ol
4 9"3 99" g@g‘ax 9‘*" 99\4 2,09, g\"gggﬂ\‘agg\'\ gG" 996‘3 996‘3 A0 99‘5 ggqex gvia gg‘# A g\hﬁgg\'\"ggﬂ\ 96‘5 9963 996‘3 Ao

20-25% of the data on our GWS are“hot”. Most of that is NetCDF.
Hot = touched in the last 3 months.

(There are no policies in place that mean these figures will have been gamed!)

National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017 Readlng



Drivers

feteleY }
Community Issues
Hot or Not? (2)
Volume (TB): nc Number of Files (thousands): Hot
3.0001 mmm cold bundle
= hot 70.000 1 code
5500 - figs
' 60,000 hdf
ne
2,000 50,0004 other
pp
ot
40,000
1,500 wmo
30,000
1,000
20,000
500
10,000
04 0,
Xgﬁa 996 e99‘ax9\“a 9‘5* 509, 9"‘“99"“69‘3"‘ 9669"9(’6 9955 55 9‘3“ ® 03 '*“a 99\‘ 409, 9‘“‘69‘3"‘699"\ 9(’“ 9‘36‘699(’6 AT®

Most NetCDF data is cold though!

Obviously there are a lot of hot files we don't know anything about (tens
of millions) but the volumes are modest (a couple of hundred TB at most
in this sample).

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017 Readlng



Context Commons

Drivers Storage and 1/0 Future ummar
/0000 ©0000000

Usage

Storage Volumes

3 . Data stored on JASMIN fast disk
= Disk Volume 180 N cmip
3,000} = Tape Volume EISCAT I sentinel
= Files (right) 8 B nceo
@ 2,500 I ncas
; E E gws
£ 2,000 >
2 2 6
(<] P~
i 1,500 &
2 E o
{:d 1,000 Reanalysis g 4
< 3
>
500
100 2
S 7 P P o o P P o
B L LT L Lt L L ) .
2 2
U Py P, M, B, B, Y,
Archive growth is episodic! GWS growth is continuous!
= National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E Umvemtyof
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017 Reading



Storage and |
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Batch Cluster Usage

LOTUS CPU Utilisation (via Ganglia CPU load)
—— 3d Mean 5 —— 3d Mean bytes_in
80 { —— Monthly Mean ~—— Monthly Mean bytes_in

LOTUS Data Movement (via Ganglia)
5000

Y
3

IS
S

Utilisation (percent)

N
S

0
Jul Jan Jul Jan Jul Jan Jul Jan Jul Jan Jul Jan
2015 2016 2017 2015 2016 2017
date

date

» CPU utilisation is not the priority; CPU availability is key for an
analysis environment. Batch is primarily a convenience for
parallelisation not a method for filling the machine.

» Data movement requirements are episodic

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E Umvemtyni
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017
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Storage and |
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Batch Cluster Usage

LOTUS Data Movement (via Ganglia) LOTUS Data Movement (via Ganglia)
175 —— 3d Mean bytes_in —— bytes_in
—— Monthly Mean bytes_in 1754
1501
1254
s
2 1.004
o
2
0751
0501
0251
0.00 4
Jul Jan Jul Jan Jul Jan 9 30 31 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18
2015 2016 2017 Jun
data 2017

» CPU utilisation is not the priority; CPU availability is key for an
analysis environment. Batch is primarily a convenience for
parallelisation not a method for filling the machine.

» Data movement requirements are episodic, on long and short term
timescales.

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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PaaS Usage

©

JASMIN Platform Environment: Compute

Cores

600

CPU Hours (Thousands/Month)

0
3, 13, g 9, 9, 5, s, s, e, <
A R T R T

Continual process of adding capacity to support new use cases.

National Centre for

Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future
NATURAL ENVIRONMENT RESEARCH COUNEIL Bryan Lawrence - RAL, 27th June 2017
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The seven deadly sins of elewd computing research
Schwarzkopf, Murray, Hand
Hotcloud, 2012

Pick four, all in play:

» Unnecessary distributed parallelism: We need to support (nicely)
high memory and other nodes inside our environment.

> Assuming performance homogeneity. This is a real problem for us in
a mixed VM /batch environment ... Help.

> Forcing the abstraction (Map-Reduce, HADOOP or bust) For data,
we avoid this by having a parallel file system (we think). What will
happen when we don’t have a parallel file system?

» Unrepresentative workloads. We really don't know how to optimise
our jobs (yes, we can give people exclusive access to nodes, but it's
harder to give them exclusive |/O bandwidth).

We need work on understanding all these things!

National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
Bryan Lawrence - RAL, 27th June 2017 Readlng
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Storage and 1/O Futur Summar

00000800

Performance

Pick one issue: 1/O Workload - System View

JASMIN2 (6.5 PB, about a third of the system)

JASMIN2: Influence of Bladeset Size

—m—write
120 ——read
Z 100
=
z
H
s o0
]
S w0
S
20
o

Shelves

P J2 delivers around 1 Tb/s for IOR.

» Whole system IOR now probably 3 Tb/s,
but we deploy our Panasas system in
bladesets to optimise performance,
durability, and rebuild times.

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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>mmons

Storage and 1/0

@00

Performance

Pick one issue: |/O Workload - System View

10R Bandwidth (GB/S)

©

JASMIN2 (6.5 PB, about a third of the system)

JASMIN2: Influence of Bladeset Size

= write
—e—read

g 8

o B8 & 8 8

Shelves

P J2 delivers around 1 Tb/s for IOR.

» Whole system IOR now probably 3 Tb/s,
but we deploy our Panasas system in
bladesets to optimise performance,
durability, and rebuild times.

National Centre for

Delivering (more) /O performance
to communities:

>

| 2

Average bladeset size is approximately
10-12 shelves.

IOR suggests we can get 15 GB/s read
performance for 10 shelves.

Typically tenants get GWS which are
deployed on one or at most two bladesets.

Multiple tenants per bladeset!

Tenants contend with each other on a
bladeset, but not with users on other
bladesets (non-blocking network!)

Archive is deployed across multiple
bladesets, and archive bladesets are not
typically shared with GWS tenants.

Atmospheric Science

NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence -

The UK JASMIN Environmental Commons: Now and into the Future
RAL, 27th June 2017
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Commons JASMIN Driv Storage and |/O
000 0o 0000000 00000080

Performance

Pick one issue: |/O (READ) Workload - User View

Sequential,

549g
S 3

S & o

L

L

Read rate (MB/s)
88
[=I=}
L
i

=

o

=3
1

o

WO P R Pt g 0® P i®yc®

Buffer size

P Testing single threaded read performance
on a 256 GB file using default Panasas
settings.

P Sequential read through the entire file
(black lines are using Python, grey lines
using C).

P> These results are comparable to those seen
on a Lustre file system at Archer.

P Tunable file-system parameters can make
significant differences, but such a priori
choices may not meet the full range of
read-based use cases.

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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Performance

Storage and 1/O
00000080

Pick one issue: |/O (READ) Workload - User View

600 L 1 1 S?q IJelrltial 1 1 A 1 7000
@ e—e one node
el 500 4 6000 || *® 1 core per node
\E/ 400 e—e 4 cores per node
2 300 4 o—e 12 cores per node /
E 5000
5 200 - _
« K
& 100 ~ gdoou
. , " » . " T 3000
WO 2P o e O 0 PG B
Buffer size 2000
P Testing single threaded read performance 1000
on a 256 GB file using default Panasas
settings. o 10 20 30 20 50 60 70
. . . N f
P Sequential read through the entire file umoer of cores
(black lines are using Python, grey lines » Can get a significant percentage of the
using C). theoretical bandwidth reading from a single
P These results are comparable to those seen 256 GB file using multiple client nodes!
on a Lustre file system at Archer. > A significant optimisation problem to work
P Tunable file-system parameters can make out how many cores per node ...
significant differences, but such a priori > hard to evaluate in the presence of

©

National Centre for
Atmospheric Science

NATURAL ENVIRONMENT RESEARCH COUNCIL

choices may not meet the full range of
read-based use cases.

contention with other users of the client
nodes.

PhD work of Matt Jones, University of Reading.

The UK JASMIN Environmental Commons: Now and into the Future
Bryan Lawrence - RAL, 27th June 2017
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Commons vers Storage and 1/0 Futur Summar
[efe] ] [

Performance

Bladeset Usage and Performance

Aggregate AvgRdThroughput last month

wn Last month of bladeset
wn READ throughput from
160 PanFS!

P The large yellow curve

o in the first couple of
o weeks shows the

CL sustained usage of an
Ll “owned" bladeset by

an earth observation
research group.

P> The dark green curve

Week 22

J1_Set10_AvgRdThroughput Ava: 6.9k : i

J1_Set13 AvgRdThroughput Avg: 74,8k X in the last couple of
J1_Set1_AvoRdThroughput Avg:283, 3k 2 i

31_Set2_ AvoRdThroughput Avg:117,8k i3 weeks is CEDA

17 5et37 AvgRaThroughput Avg: 87,1k 1383, H
J1_Seta_AvoRAThraughput Avg:319, 3k operational usage
317Sets_ AvgRdThroughput Avg:999, 1k : H

317 Sets_AvgRATHraughput Avg:127.3k : o3 (ingest, data
317Set7_AvoRdThroughput Ava: 24,5k :
175et8_AvoRdThroughput Avg:120,0k ¢ 3. processing etc).

2 Set10_AvgRdThroughput Avg: 70,5k .
32_5et11_AvgRdThroughput Avg:107,3k X (These results are with a

2. Set12] AvgRdThroughput Avg:150,9k . . .
J2_5et13_AvgRdThroughput Ava: 476k : prototype information
320Set14_ AvgRdThroughput Avg: 75,8k ¢ .
32_Set1_AvgRdThroughput Avg: 2.7M T system, fed through Gangha_
3275et2” AvgRdThraughput Avg:161,5Kk . N .
32_5et3_AvgRdThroughput Avg: 87,8k X At this point the units are
32_Set4_ AvgRdThroughput Avg:132, 7k .

32_Set5_ AvgRdThroughput Avg:1ll,3k 1 2. wrong, but the differences are
2_ Sets_AvgRdThroughput Avg: 32,4k 5 . .

2] Set7_ AvoRdThroughput Ava: 8.7k interesting anyway .. )

2. Se 6 AvgRdThraughput Avg:160,8k :

32 Seta_ AvgRdThroughput Avg:198, 1k

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
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Commons

Futures

Finances
Financial Environment
We have
» A multi-million pound
multi-annual plan.

> BEIS investment (in the
millions) for 2017.

» J1 storage replacement
> New storage (but not storage
as you know it ©).
> New software for cloud and
data access in cloud
> New hypervisors
> Requests in for future years.
All this predicated on
» Growth in demand,
» Dependence on JASMIN,

» Enhanced sharing!

= National Centre for
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Financial Environment

We have
» A multi-million pound
multi-annual plan.

> BEIS investment (in the
millions) for 2017.

» J1 storage replacement
> New storage (but not storage
as you know it ©).
> New software for cloud and
data access in cloud
> New hypervisors
» Requests in for future years.
All this predicated on
» Growth in demand,
» Dependence on JASMIN,

» Enhanced sharing!

But this will likely not be enough!

We are also establishing “The
JASMIN partnership”!

A formal partnership so that

» Other institutions can buy-in
(your grant, your department,
your university?)

» There is a clear governance
arrangement for UKRI to work
with, potentially as part of an
upcoming national research
infrastructure.
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Principles

Some guiding principles for our storage environment

» Demand for storage is growing — fast.
» We can't afford to solve the problem with parallel disk.
> Object store has some interesting properties beyond price, not least
more efficient purchasing/migration/maintenance strategies.
> We can't afford to solve the problem with any sort of disk alone.

» We need to support a range of deployment environments (with
containers, internal and external cloud, batch clusters).

» The future will be tiered.

» Experience with optimising code suggests that domain specific
knowledge leads to optimal solutions.
> We know that HDF (and NetCDF) is a huge part of our workload.
> We know that we have got (and can have more) use of semantic
conventions.
> We know that not much of the data is really that hot, but file-based
tape systems are not that efficient.
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Principles

Some guiding principles for our compute environment

» We want to continue to have a fast "highly available batch cluster”

» We want to continue to provide a “suitable” Platform as a Service
computational environment (the JAP),
» We want to enhance our Infrastructure as a Service provision

> Better portal,
> More templates,
> More hardware.

» Better interfaces to our data that work better in our cloud, from the
public cloud, and elsewhere (high performance OPeNDAP, and
more).

» Notebook Support.
» The rise of containerisation.

» Cluster as a Service.
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Futures
o

Requirements

What about our cloud?

Objective is to provide an environment with high performance access to curated data archive and a
high performance data analysis environment - both directly mounted and indirectly accessed!

Archive
Storage

VO Fast VO
Storage Storage

RW:  Data mounted Read/Write

RO: Data mounted ReadOnly

SaaS: Data access via Software as a Service
(OpenDAP etc) i

All this in the presence of data growth that exceeds the Kryder rate (that is, data growing faster

than storage costs are falling)!
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Services

Working with Services - Today - OPeNDAP and HDF Server
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https://github.com/HDFGroup/h5serv

Futures
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Services

Working with Services - Today - OPeNDAP and HDF Server

Currently one has two routes
to “relatively generic” data
access services:
Local Node

> OPeNDAP, and

ip/panfs P H5Serv access to data
on a filesystem which
can be accessed via the
REST VOL H5PY client library.

OPeNDARP is relatively well

established, and we are
rolling out services:

Managed Cloud .
P External facing
“archive access”, and

Python NetCDF
‘Applications
Netcdfd-python

NetCDF4 Lib

OPeNDAP

Python HDF
Applications

Client Software Stack

P (Primarily) internal
facing “high
performance” based on
100 Gbit/s physical
servers.

https://github.com/HDFGroup/hbserv
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https://github.com/HDFGroup/h5serv

Futures

Services

Working with Services - It's all about interfaces

» The HDF Group are working on
a range of interesting new
interfaces to object stores, some

Performance/Tiered i 1
ronmeor | [ |, | Rowe of which are designed fo_r )
Applcations Cient performance, some for fidelity.

ESIWACE/
CEDA/

NetCDF4 Lib

We' are working on range of

v

2
Middleware

projects:

P S > ESIWACE (with DKRZ,

T Seagate, THG, CMCC and

""""""" DDN): new middleware
for tiered storage,

» Our own internal

HDFS5 Lib

Python HDF i o’giivz‘*gre - /! >
Applcations | e lightweight tiered storage
Client Software Stack HDF Only Routes system, and

> engaging with others: the
right way forward isn't
really known, but we know
it probably needs to take
advantage of our domain
Interfaces client-side (almost certainly based on HDF), and specific knowledge!
Interfaces server-side (can we get performance from http)?  We means CEDA

(= STFC, NCAS & NCEO)!

— National Centre for
Atmospheric Science The UK JASMIN Environmental Commons: Now and into the Future E University of
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - RAL, 27th June 2017 Readlng



Commons JASMIN Driv ge and 1/0 Futures
000 00 0000000 8 s 0000000

Services

Cluster as a Service

Aiming to deliver users the ability to
deploy their own clusters on demand:
primarily to use "big data”
technologies.

0,001 GB (1 MB)

P Not sure yet about scale and
duration (handful of nodes,
handful of hours)?

P> Not sure how much we will Avscang gowp

pre-populate cluster ece o2
configuration ... Dockor save 1 Docier saven
Docker .
This diagram is from the Met Office?s (sore ] o T
JADE activity ...we won?t be doing Terd :
. e Oocter »
exactly this, but it?s indicative of the ( wrern ) oo overn )
I | : 05GB

idea:
» Data in Object Store(S3)

Dask Distributed
‘Scheduler

Spin up an on demand cluster!

Auto-scaling group.

Ec2 Ec2

| 4
» Pull key datasets into memory.
| 4

Interactive data analysis using, Compute Node 1 . ‘ Compute Node n
e.g. SPARK, or parallelised ; T aGB o each ot
activity using, e.g. DASK. e 4

P Persist product data in your own

file system/object store 100000000068 (1£8)
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Summary

Summary

» UK JASMIN system provides an environmental data analysis
commons, for observations and simulations from multiple sources.
» Current hardware environment supports both interactive and batch
cluster access.
> There is a lot of data movement in both.
> The network is not stressed, and we provide tenancies bandwidth
isolation for their own data — but there could be contention for
archive access, and it is difficult for users to get the bandwidth that
exists anyway!

» We can't afford to carry on with parallel disk, and we don't think
tape alone is a solution, so we are investigating object stores, and
object store interfaces.

> (We have a PB of object store in testing now, with plans to

purchase PB’s more this year) ... but software and middleware which
does not yet exist— will be crucial to the success of these plans.
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Summary

What this means for JASMIN users

You will need to

» Start to think more carefully about:
> What belongs on tape, and how you will remember what is on tape!

» How you might organise your thinking about storage if you were “tagging” rather
than using “directories” .
> How you can live with less “normal” disk storage, or, perhaps, some slower disk
storage.
— National Centre for
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Summary

What this means for JASMIN users

You will need to

» Start to think more carefully about:

> What belongs on tape, and how you will remember what is on tape!

» How you might organise your thinking about storage if you were “tagging” rather
than using “directories” .

How you can live with less “normal” disk storage, or, perhaps, some slower disk
storage.

>

» Think about sharing your data? Could it go into the archive rather
than live in your workspace(s)?
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Summary

What this means for JASMIN users

You will need to

» Start to think more carefully about:

> What belongs on tape, and how you will remember what is on tape!
» How you might organise your thinking about storage if you were “tagging” rather
than using “directories” .

> How you can live with less “normal” disk storage, or, perhaps, some slower disk
storage.

» Think about sharing your data? Could it go into the archive rather
than live in your workspace(s)?

» Start thinking harder about your algorithms and scope for
parallelisation.

» Could you make better use of data “in memory” rather than “on disk”?
> More data, means longer analysis times unless you can think of smarter ways of doing
it (such as learning what DASK and SPARK can do for you).
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Summary

What this means for JASMIN users

You will need to

» Start to think more carefully about:

> What belongs on tape, and how you will remember what is on tape!

» How you might organise your thinking about storage if you were “tagging” rather
than using “directories” .

> How you can live with less “normal” disk storage, or, perhaps, some slower disk
storage.

» Think about sharing your data? Could it go into the archive rather
than live in your workspace(s)?

» Start thinking harder about your algorithms and scope for
parallelisation.

» Could you make better use of data “in memory” rather than “on disk”?
> More data, means longer analysis times unless you can think of smarter ways of doing
it (such as learning what DASK and SPARK can do for you).

Most of these issues will play out over the next 2-4 years. Early adopters

welcome!
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