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Project Organisation &) shuece.

WP1 Governance and
Engagement

WP2 Global high-resolution
model demonstrators

WP3 Usability

ond climage
ot <,

WP4 Exploitability

B The business of storing and

"“ uOueu\w? / R exploiting high volume data

— B New storage layout for Earth system
data

I New methods of exploiting tape

WP5 Management and
Disssemination
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Community Goals ( esiwace
This is what we said in 2012;

Ensemble of Global
High Resolution, High Complexity

Global Model

& Integrations °
capacity obz\ 2027
0\\“ |mpacts Ensemble of 1 km
\c5° P Regional Models, nested in:
©
© 2022 Ensemble of 10 km
& P> Global Models
‘o‘o Ensemble of 2.5 km
Impacts Regional Models, nested in:
06‘ 2017 p Ensemble of 20-30 km
Q Global Models of higher complexity
&°
=
P Impacts Ensemble of 10 km
Regional Models, nested in:
Ensemble of 100 km
212 P> Global Models

. consistent with needing an exascale machine!
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A modest (7) step ... & ssiwece

Europe within a global model ...

12km
N1024
(from 2013)

One "field-year" — 26 GB One "field-year" — >6 TB
1 field, 1 year, 6 hourly, 80 levels 1 field, 1 year, 6 hourly, 180 levels
1 x 1440 x 80 x 148 x 192 1 x 1440 x 180 x 1536 x 2048
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... towards Exascale

NCAR Storage and Compute
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“Traditional” HPC Platform

H
H i
\ 1 Earth System | ! post-
o Model i | processing
i 1) Simulation 1} (& analysis)

Initial (periodic)

condition output Y
or physical ( l .........

checkpoint VEUEGIES v

Final 9
ChCe Multiple

point Tools,

o R Reformatting, N H
Visualisation Sub-setting, N o
Downloading, o )

Processing. Cloud H

Computing '

Distributed/Federated Archives E

(Servers/Public Clouds) ~ *

Multiple Roles, at least:
Model Developer, Model Tinkerer, Expert Data Analyst, Service Provider, Data User
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Issues and Actions ( esiwace

Issues

[0 Cost: Disk prices not falling
as fast as they used to.

[ Behaviour: Larger groups
sharing data for longer =
data is re-used for longer.

[ Performance: Traditional
POSIX file systems not
scalable for shared access.

[ Software: Little software for
our domain which can
exploit object storage and
use the public cloud.

[l Tape: Tape remains

important, particularly for
large amounts of cold data.
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Issues and Actions ( esiwace
E5IWACE Action
Cost: Disk prices not falling Better understanding of costs and
as fast as they used to. performance of existing and

. near-term storage technologies.
Behaviour: Larger groups g €

sharing data for longer = Earth System Middleware prototype
data is re-used for longer. — provides an interface between the
commonly used NetCDF/HDF
library and storage which addresses
the performance of POSIX and the
usability of object stores (and more).

Performance: Traditional
POSIX file systems not
scalable for shared access.

Software: Little software for
our domain which can
exploit object storage and
use the public cloud.

Semantic Storage Library prototype:
— Python library that uses a
“weather/climate” abstraction
(CF-NetCDF data model) to allow

_Tape: Tape remains one “file” to be stored across tiers
important, particularly for of, e.g. POSIX disk, object store,
large amounts of cold data. and tape.
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Team and Tasks Costs T3: SemSL issemination Next Steps

Work Package 4 — Exploitability (of data) & smumee

DKRZ, STFC, CMCC, Seagate, UREAD

ECMWEF was originally a partner, but we removed the relevant task in the repro-
filing following the review

Cost and Performance New Storage Layout New Tape Methods
Documentation Software Software
Formal deliverable ESD Middleware Semantic Storage Lib
produced, ongoing Formal software de- Prototype pieces in
work for publication sign delivered, work on place.
and dissemination. backends underway.

\
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Introduction Team and Tasks Dissemination Next St

Methodology O esiwace

Data center power supply
avail: 99.999%
mitbf: 150 days

mttr: 1 min

Simple models

High-level representation
of hardware / software

components.
Includes:
[ performance,
[ reslience
M cost

Compute node Compute node
memory: 10x 8 GB DIMMs | | memory: 10x 8 GB DIMMs
cpu: 2 x 10 @ 2Ghz cpu: 2 x 10 @ 2Ghz

Deliverable

Scenarios discussing architectural
changes for data centres, and
implications for cost/performance

r: 200MB/s \ r: 200MB/s

w: 100MB/s |w: 100MB/s w: 100MB/s \w: 100MB/s
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Performance Modelling ( ssiwace
Detailed Modelling ; 0100 O b OO [
A simulator has been z ' |
developed, covering:

Hardware, software: i ’; Load Balancing
tape drives, library, sE',’fers Q@ Q& | File Manager
CaChe Cache

Can replay recorded

FTP traces

Validated with DKRZ
environment

Shared Cache

o
£
>
-1

@
<

S
@
Q

fDrive W fDrive Drive} f Drive}
LDrive Drivej L DriveJ LDrive

Usage Robot
5 Sched.
Aim to use to evaluate
Lib Topologi
performance and costs of ibrary Topologi

future storage scenarios. Tape Silo
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Some Results ¢ sewece

Costs of storage for DKRZ

W Tape: 12 € per TB/ year

M Software licenses for tape are
driving the costs!

[ Parallel Disk: 28(36) € TB/year

' Object storage: 12.5 € TB/year
(without software license costs)

B Cloud: 48 $ TB/year (only
storage, access adds costs)

W Idle (unused) data is an
important cost driver!

Tape Archive
500 PB @ 18 GB/s
EUR 5M

Memory
200TB

Can consider various scenarios
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T1: Costs
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Some Results

Costs of storage for DKRZ

I Tape: 12 € per TB/ year

[ Software licenses for tape are
driving the costs!

I Parallel Disk: 28(36) € TB/year

1 Object storage: 12.5 € TB/year
(without software license costs)

W Cloud: 48 $ TB/year (only
storage, access adds costs)

M Idle (unused) data is an
important cost driver!

Tape Archive
Tape Archive

Can consider various scenarios
We have yet to work through all of

these (and others)!
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Introduction Team and Tasks Costs T2: ESDM SemSL

Dissemination Next Steps

The problem space in more detail ( ssiwace

Challenges in the domain of climate/weather

Large data volume and high velocity

Data management practice does not scale & not portable

Cannot easily manage file placement and knowledge of
what file contains.

Hierarchical namespaces does not reflect use cases.
Bespoke solutions at every site!
Suboptimal performance & performance portability

Cannot properly exploit the hardware / storage landscape
Tuning for file formats and file systems necessary at the
application level

Data conversion is often needed

To combine data from multiple experiments, time steps, ...

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 13 /23



Introduction Team and Tasks Costs T2: ESDM SemSL Dissemination

The problem space in more detail  ssiwace

Challenges in the domain of climate/weather

I Large data volume and high velocity
|
>

>
>
i Suboptimal performance & performance portability
» Cannot properly exploit the hardware
» Tuning for file formats and file systems necessary at the
application level
I Data conversion is often needed
» To combine data from multiple experiments, time steps, ...

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 13 /23



Team and Tasks Costs T2: ESDM
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Approach C

Design Goals of the Earth System Data Middleware
Reduce penalties of shared file access
Ease of use and deployment

1
2
3 Understand application data structures and scientific metadata
4 Flexible mapping of data to multiple storage backends

5

Placement based on site-configuration and limited
performance model

6 Site-specific (optimized) data layout schemes

7 Relaxed access semantics, tailored to scientific data generation

(=-]

A configurable namespace based on scientific metadata

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 14 / 23



Team and Tasks Costs T2: ESDM
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Approach (continued) C
Expected Benefits

Expose/access the same data via different APIs
Independent and lock-free writes from parallel applications

Storage layout is optimised to local storage

Exploits characteristics of storage, rather than one size stream
of bytes fits all.

To achieve portability, we provide commands to create
platform-independent file formats on the site boundary or for
use in the long-term archive (see also the SemSL).

Less performance tuning from users needed

One data structure can be fully or partially replicated with
different layouts to optimize access patterns

Flexible namespace (similar to MP3 library)

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 15 / 23



T2: ESDM
00®0000000

Architecture ¢ sewece

Key Concepts

B Applications work
through existing
(NetCDF library)
Other interfaces
could be supported
in the future.

User-level APIs
. Data-type aware Canonical
@ New middleware

) N Format
between HDF g'tefpeg'f'c File system - .
library andstorage ack-ends

. . and .
exposes information mapping Site i :::gnztl

to a "layout
component" about
the available
storage, and data is
fragmented
accordingly.

[ Data is then
written efficiently.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 16 / 23



T2: ESDM
00®0000000

Architecture C sonvece

Key Concepts

B Applications work —
Application]

Application2 Application3

through existing
(NetCDF library)
Other interfaces
could be supported
in the future.

New middleware
between HDF
library andstorage
exposes information
to a "layout
component" about
the available
storage, and data is
fragmented
accordingly.

Data is then
written efficiently.

Kunkel & Lawrence (WP4 Team)

T NetCDF4 (patched)
HDF5 VOL (unmodified)

'ESD

Status of WP4: Exploitability ESIWACE GA, Dec 2017 16 / 23



T2: ESDM
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Optimizing for Data Representation  ssivecs.

Domain Decomposition

il

Formats
g g optimized for optimized for )
fast writing fast reading Binary,
g g or locality optimized for
transmission
Out Pre/Post Raw

Storage makes placement decisions exploiting the storage landscape
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T2: ESDM
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Backend Specific Optimization L ssiwece

read/write data

handle with to VOL Plugin

©HDF5 VOLFIung ®ESDMAPII ©Schedu\er| ©Layout|
| | | | | |
| | | t | [

may use

requests for |©Performance Modell |©Slte conﬁguramnl
[ 1 1
L 1

performance estimates

Interplay of a 10 scheduler, a layout component and storage
specific performance models.
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First Results with POSIX backend L ssiwace

Write
Each facet for a difer i d varying checkpe (rows).

Nodes: 1 Nodes: 2. Nodes: 4 Notes: 8 Nodes: 16

tier
8 100k — lustre
H —— N . B
g kO — mm————} e = 5 she
2 E—— + — — —_— B
F = lustre-mulfil
g
— adapive
100k . ————— p———— —_—
Pl ——— e e - "
1k =] - p——— — 8
[Ss=sS =
10 =
0 w 2w 3 2w 3 n  w 3 0 2w o 0w w
Nodes + PPN
Read
varying (tows),
Nodes: 1 Nodes: 2 Nodes: 4 Nodes: 8 Nodes: 16

z st
D 00
2 w0 ~ -
5 A —— T — —— — 5
L —— e - ——————
E o - H -
E — ste-muttie
= — adapie
ook T —— o ——
N —] — e e e e e e e 8
1k ! o H
3 w o ow w o 0w o @ o E o 0 0 @ o 0 2 Y

0
Nodes + PPN

Adaptive Tier Selection for HDF5/NetCDF without requiring
changes to existing applications. (SC17 Research Poster).
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T2: ESDM
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Other backends — DDN Object Store (CMCC) & sgiwece,

WOS Progress

First draft of layout
interfaces.

Developed C
wrapper for the
C++ DDN WOS
libraries with a
direct mapping.
Designed a parallel
approach for inde-
pendent/multiple
write operations on
WOS storage.

Kunkel & Lawrence (WP4 Team)

ESDM Layout
DDN WOS Interface
Cinterface to WOS

= e

Ccode Ccode C/C++ code C++ code

Status of WP4: Exploitability ESIWACE GA, Dec 2017 20 /23



T2: ESDM
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Other backends — Seagate CLOVIS & ssiwees

Seagate Progress

[ Data structures and

SN 1o sceen overts |l et I
. POSIX FrE HDF5 FrE S3 FrE .g.
ESDM to access Ob_jeCtS Tl i Tl CMF Front Ends (e.g. HDF5 VOD)

in Mero with Clovis 7

‘\ ~

APls. ) Access Format

M First draft code.

™ Resd & wit

block-aligned regions
from Mero cluster via

\ |
ESDM requests, in - N
parallel.
[ In the future: Seagate -

will be working on Mero Available Metadata Domains
optimisation,

performance and

scalability in stable

code.

-~ Target Format

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 21 /23
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0000000000

Deployment Testing Example & somce

Test and Deployment Compute nodes

Ophidia as a test application
for ESDM

M Import and Export ‘
Ophidia operators
adapted for integration

Ophidia Server

140 Server APl

= |5

Compute node m

1/0 Nodes

wea oo e e ot e
with ESDM storage
' In-memory data [ s
anaIYSis benChmark /0 node 1 S 1/0 node n e
using ESDM S e q — —
@ \T’ s = \T/ é s IS

GRIB support

I Extend Ophidia import/ export operators to provide GRIB support
(implementation expected next year).
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00000000000 00000

ESDM Status & Roadmap  sswece

Done: ESDM Architecture Design for Prototype

Done: Proof of concept for adaptive tier selection

70%: HDF5 VOL Plugin as Application to ESDM Adapter
30%: ESDM Core Implementation as Library

20%: Backend Plugins for POSIX, Clovis, WOS

I Q1 2018: Backend for POSIX, Metadata in MongoDB

I Q1 2018: Benchmarking at sites

M Q2 2018: Backends for Clovis, WOS

M Q4 2018: Production version with site-specific mappings

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 23 /23



mination Next Steps

The problem space in more detail ( ssiwace

Challenges in the domain of climate/weather

I Large data volume and high velocity
i Data management practice does not scale & not portable
» Cannot easily manage file placement and knowledge of
what file contains.

» Hierarchical namespaces does not reflect use cases.
» Bespoke solutions at every site!

|
>
>
|
>
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Team and Tasks

Approach ( ssiwees

Design Goals of the Semantic Storage Library

1 Provide a portable library to address user management of data
files on disk and tape which

does not require significant sysadmin interaction, but
can make use of local customisation if available/possible.

3 Exploit current and likely storage architectures (tape, disk
caches, POSIX and object stores).

41 Can be deployed in prototype fast enough that we can use it
for the Exascale Demonstrator.

5 Exploit existing metadata conventions.
6 Can eventually be backported to work with the ESDM.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 25 /23
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Architecture ( esiwace
CFA Framework (https://goo.gl/DdxGtw)

1 Based on CF Aggregation framework proposed 6 years ago
https://goo.gl/K8jCP8.

2 Define how multiple CF fields may be combined into one larger
field (or how one large field can be divided).

3] Fully general and based purely on CF metadata.

4 Includes a syntax for storing an aggregation in a NetCDF file
using JSON string content to point at aggregated files.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 26 /23
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Introduction Team and Tasks 8 8 T3: SemSL Dissemination Next Steps

[e]e] le]e}

Architecture ( ssiymce
CFA Framework (https://goo.gl/DdxGtw)
1 Based on CF Aggregation framework proposed 6 years ago

https://goo.gl/K8jCP8.

2 Define how multiple CF fields may be combined into one larger
field (or how one large field can be divided).

3] Fully general and based purely on CF metadata.

4 Includes a syntax for storing an aggregation in a NetCDF file
using JSON string content to point at aggregated files.
Two Key Components

1 S3NetCDF — a drop in replacement for NetCDF4-python.

2l CacheFace - a portable drop-in cache with support for object
stores and tape systems.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 26 /23
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Introduction Team and Tasks Costs T2: ESDM mination

S3NetCDF (working title)  ssiwece

File split following CFA conventions

Each object
is a valid
NetCDF File

I Master Array File is a NetCDF file containing dimensions and metadata for the
variables (including URLs to fragment file locations).

[ Master Array File can be in persistent memory or online, nearline, etc
' NetCDF tools can query file CF metadata content without fetching them.

W Currently serial, work on parallelisation underway.
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[e]e]e]e] }

CacheFace (working title) ( esiwace
VPSR CacheFace Status
Object Store
POSIX Fs @— POSIX Prototype pieces exit
Client FS PUT Sl
—» cCache imple metadata

system designed.

R/IW Cache system des.igned
and prototype built that
can use Minio interface

Tiered to object store.

P Storage ~—CET !

7 Plugin rag Another cache system
! Interface Client built which depends on

. totape “. our bespoke tape
T environment
(ElasticTape).

Work planned on
integration and
developing plugin
concept.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 28 /23



Introduction Team and Tasks T1: Costs T2: ESD T3: SemSL Dissemination Next Steps

Dissemination and Publications £ ssiwace

@ SC16 Research Poster

» Modeling and Simulation of Tape Libraries for Hierarchical
Storage Systems

i PDSW-DISCS Workshop at SC16 WiP
» Middleware for Earth System Data
B HPC-I0ODC Workshop at ISC17 Paper
» Simulation of Hierarchical Storage Systems for TCO and QoS
M ISC17 Project Poster
» Middleware for Earth System Data
i PDSW-DISCS Workshop at SC17 WiP
» Towards Structure-Aware Earth System Data Management

I SC17 Research Poster
» Adaptive Tier Selection for NetCDF/HDF5

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 29 /23



Dissemination
®0

HPC-I0ODC Workshop at ISC17 (& ayese

Simulation of tape archives to improve hierarchical storage systems
and test novel integration of cold storage in data centers.

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 30 /23
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Dissemination

oe

PDSW-DISCS Workshop at SC17

Towards Structure-Aware Earth System Data Management

Jakob Luettgau
German Climate Computing Center
Inettgan@dkrs de

Julian Kunkel
German Climate Compute Center

Bryan N. Lawrence
University of Reading
; x

Sandro Fiore
CMCC Faundation
sandro fiore(@emee it

ABSTRACT

Current storage envisonents confront domain seiertist and data
center q)eulmx it usabilty and pecforaance chalenges T

e

HIDES and NetCDF e widely m;md Acthe moment, ume Ii-
braries strigggle 1o adequately account for access palterns when
reading and writing data to multi-tier distributed slorage systems.
As parl of the ESIWACE[1] project, we develop a novel 110 mid-
dleware targeting, but not limited to, earth system data. The ar-
chiteeture builds on top of well-established end-user interfaces
bt utilizes scientific metadats o hamess  data structure centric
perspective.

1 INTRODUCTION
i daptisg heir ¢odes 1o take ad
fene, the IO boltleneck &

£ehenen:

Huang Hua
Seagale Technology LLC
hua huang@scagate com

Figure £ hich allows the mid-
dleware optimize for site specific data services without re-
quiring ehanges to applications.

3 ACTIVITIES AND STATUS

A fisst protetype was developed demonstrting the viabilty of
adaptively ehoosing ters based on policies to achieve perfomance

chulenge] 1-3] becase slorage ysems srsgee oabors mu a
ated Especially.si
climate and numeieal weather prediction ]mlmka]lyu]mlmm
bursty 110, as they are wiiting so called checkpoints to achieve
Fault folerance and for data analysis. Technological and budgetary
ints have lod 1o complen storage hierarehe:

by HIFS, MFT and SLURM it

was possible to account for checkpoint size and dormain decomposi-

tion (nodespen). Withou! changing application cods int erfasing

B NACDE HDFS, i wis psible 0 hoose diftert 10 aths

& SHM. S5, Lustre) for differe nt requests. In addition, the de-

i otthe proposed arlitecture of he middeware thoronghly
tics, (metadata

2 APPROACH

The overall architecture of the Earth System Daia (ESD} middle-
ware is depicted in Figure 1.1t is designed to add hiple [0
challenges. in pariculas this includes:

(1) awareness of application data structures and s jentific mela-
data, which lets s expose the same data via different APl
(2) sap data structures 1o storage backends based on perfor-
mance charaeterstics of storage onfiguration of site
5 sptiniz lo witepesorriance by lbiing it g
elements from log-s ctured file systems;
@ pmwus relaed aceess semanties. aflored 1o sentifie data
seneration for indevendent writes. and:

Status of WP4: Exploitability

pocessing througlout the 1O stack The full n,mmm.m on
the ESIWACE welsite [1]. Currestly, the prelismisary int exfoses for
the data and meladata backends ate being developed

4 SUMMARY

The ESDM multiple

velopers ave less burden to provide system specific op limizations

and can access thelr data i varkows ways. Data centers can utilize

storage of diffsent caraceristics We expect 2 working prototype

with the mneJ'undJomMy wihin the coming year. Following work
el impl 1ol fine-tune the cost mde] and

and provide additional kends Pkl ‘storage backend an in-

tegration of scientific workflows with workload nansger requires

L ssiwace

GA, Dec 2017
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SC17 Research Poster

A laptive Tler Selectlon for NetCDF/ HDF5

gau’, Eugen Betke
van Climate Computing

u "
e O vt

Abstract

Sinic pacations on spsrcampters tend tobe 1/0-ntnsive, To
rformance, data description libraries such
. Unforsunsely he s aten
default to suboptimal access patterns for readingwritng data to mlti-tir
distrbuted storage. This work explores the feasibilty of adaptively slecting
tiers depending on an applications 1/O behavior.

Overview
The contrbutions presented in this work are:

oot f concept prottye iplmentation demnsiratin thebenft
of adaptive tier selction
e 10 e o adaptie ter slcion o
more inteligent data placement from user space.

Opportunities using HDFS Virtual Object Layer

Hirarchicl Data Format (HOFS): HOFS s an open seurce e
archical, and self-describing format that combines data and metadats
Pvantages o s fomat make  widely usd by scionic spplcations

Virtual Obect Layer (VOL): The VOL is an abstraction layer n the
HOFS Tbrary with the purpose of exposing the HDFS API to aplcations
while llowing to use dfferent storage mechanisms. The VOL itercepts
il AP clls and forwards thos calls o pugin object crivers. Addional,
externl VOL plgins are supported o allow thir-pary plugi development

i Handiing: AVOL
10 handle data and metadata separately. For adaptive tier selection this

would be possible to extract a dataset description to make it available for
search in a catalogue 35 the dataset i witten

i

I Supercomputer

2 (ot

Architecture for Adaptive Tier Selection

Adapive ter selecton i realized as depicted in the archtecture lustration
below. The proof of concept decision component accounts for runtime
information made available by SLURM, MPI and HDF: 1) domsin de-
composition and 2) the domain description of a dataset. The tier selection
polcis are based on benchmark measurements obtained at an earler time.

Performance Evaluation

“The following plots show throughput of each tier for READ and ¥RITE in
comparson to the performance when  VOL plugin that sdaptively selects
the most appropriate ter which s not necessarily the fastest

o Shared memory: Smallrandom 1/0 and in expectance of burst buffers.
= Local SSDs: For medium random 1/0 not shared with other nodes.
« Parallel fle system: When performing large sequential ile 1/0.

s co oo
8 33 e ons s 207, e .t Cormas it Comptig
oty i M ko s e e s iy, The
cuen st conturation

Notice the flesbity achievd with polcies €. 36 messursble for Fodas,
SizaraMIE) Readcoes fr okl torage st adot he ssme oty st o wrons

Dissemination

L esiwace

o3l of the Centre of Excellence in Simulation of Weather and
Climte b Europe (ESWACE) st improve ciceny and podactniy of
numerical weather and climate simulations on high-performance computing.
platforms by supporting the end-to-end workfiow of global Earth system
modeling in HPC environments. Part o the project is the development of
2 middieware for Earth system data featuring:

 Access to shared data with different APIs
— NetCDF4, HDFS or GRIE

« Data layouts optimized for data centers
~ Advanced data placement optimizing for cost and performance
~ Support for different backends: object storage, file systems

Summary and Future Work
Adaptiv ter selction promises 1o be viabe approach for performance
optimization of 1/O performance. As storage systems become more het.
erogeneous in the wake of burst buffers and non-volatie memory. 1/0
middleware can help to avoid exposing unnecessary complesity to users. As
. in many cases no changes to an apiication are necesary. In future
work, the decision component should automaticaly extract ierselction
e from benchmark measurements and observed access patters. Thi
m\eg,uuon of varous storage ters is continued as part of the ESWACE
projct. In particulr, the follwing backends desere further exploraton

« Object storage mappings for short term storage of working sets
« Tape and other nearline storage for afordable long:term archival

NetCOF Benchmark

NetCOF Performance Benchmark Too (NetCDF-Bench) was usd t recrste 3 ypcal
ot e oo, NCDF Bech v devieps o s NrCOF

e ranging e e st s
70 b of s mhm. S 20 o e o o o
e toce. Dot e Spas o o ombog et e

The ESWACE it rceived funding o the EU ositon 2120 reserchsnd incvation
programme undorgrant agesmen 1o, 675191, Discisimer Thi

made of the iformation # contane.

Proof of concept and early work on site characterization.

Kunkel & Lawrence (WP4 Team)
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Introduction

Kunkel & Lawrence (WP4 Team)

Team and Tasks

T1: Costs

The landscape is (rapidly) changing

Environment

Scheduler support for Non
Volatile Memory. Different
modes of use. (NEXTGENIO)

Dynamic on the fly file systems
(BeeOND, ADA FS, even

T2: ESD

T3: SemSL Dissemination
) 0000 [Ye)

%

NetCDF

Ongoing proposals to address
thread safety etc - NetCDF will
evolve.

Considering NCX format for
optimising READ-only access.

H5Serv and HSDS /HDF-Cloud

Serving files via REST (storage
can be files or fragments), API
unchanged.

(We are experimenting with this
in ESIWACE1 WP4)

CephFS) ... Not HDF (but alongside HDF).
HDF ExaHDF

Multiple formats under HDF5
AP (ADIOS, NC3 etc)

Climate use case. Better HPC
performance, asyncio, data
model support for cloud
resolving model grids ...

Status of WP4: Exploitability

ESIWACE GA, Dec 2017

Next Steps

esiwace
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Introduction Team and Tasks SemSL Dissemination Next Steps

oe

Costs T2: ESDM

Supporting the EU Exascale Vision and Beyond ( ssiwece

To demonstrate benefits, we need better integration with WPs

Short Term Goals Medium Term Goals

"ESiWACE1 Hero Runs" Utilise the ESDM inside a large

should send (some) data model run (WP2)

to JASMIN for complete Consider how to connect ESDM

workflow proof of principle. output with WAN transfer and

Data should then be SemSL in workflow. (WP3)

fragmented using the Consider ESDM integration with

.SemSL so that some data other on the fly file systems,

is on tape and some on ExaHDF etc (we can do that)

disk, and users can control . X

ol e el Htc>w7W|ll we work with the ESD
sites?

\.

We will need to work out how to establish appropriate internal
liaisons to make most of those things happen.

We would like to have some active discussion about how to
take this forward !
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The ESIWACE project has received funding from the European
Union's Horizon 2020 research and innovation programme under
grant agreement No 675191

esiwace

CENTRE OF EXCELLENCE IN SIMULATION OF WEATHER
AND CLIMATE IN EUROPE

Disclaimer: This material reflects only the author’s view and the EU-Commission is

not responsible for any use that may be made of the information it contains

Kunkel & Lawrence (WP4 Team) Status of WP4: Exploitability ESIWACE GA, Dec 2017 35 /23



	Introduction
	placeholder

	Team and Tasks
	wp4

	T1: Costs
	Documentation

	T2: ESDM
	Problem Space
	Approach

	T3: SemSL
	Challenge

	Dissemination
	Overview
	Workshops and Papers
	Posters

	Next Steps
	Roadmap

	Appendix

