The road to exascale for climate science:
crossing borders or crossing disciplines, can
one do both at the same time?

Brief abstract: The grand challenges of climate science have significant infrastructural implications, which lead to
requirements for integrated e-infrastructure - integrated at national and international scales, but serving users from a
variety of disciplines. We begin by introducing the challenges, then discuss the implications for computing, data,

networks, software, and people, beginning from existing activities,antHooking-ottasfaras-we-can-see(spoileralertnot
fart)
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Motivation - from the large

Temperature anomaly (°C)
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Motivation - to the small

July 2007 Tewkesbury
flood: 3B€ loss!

Can we predict risk
into the future?

How will climate
change affect the
global distribution of
malaria?

How will climate change affect
the incidence of road and rail

closures due to landslides?
- E

What would be the impact of leakage from an oll
and gas well in UK waters on the national economy,
coastal and marine biodiversity and the well-being
of the population affected?

National Centre for NZ e‘ResearCh =
Atmospheric Science 2014 VW W . NCAaAS-ac.u



Many, many processes, many, many communities!
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Interconnected communities have problems which require
coupling of models and sub-models between communities!

Economy

Not just a technical problem ... language problems ... scientific

understanding problems ... and ...
(Figure adapted from Moss et al., 2010).

National Centre for NZ e-Research ; -
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James Lovelock at the Geological Society,
Burlington House,
5th May 2011

Science is still divided into co-existing
disciplines each with its own language,
journals and forceful defenders. We are tribal
animals and such a trait is hard to resist.

National Centre for NZ e-ReseaI‘Ch
Atmospheric Science 2014
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What price sharing
Infrastructure then?

Can we share models?

(not enough time to talk about this, meet me in the bar!)

Can we share infrastructure
(in particular, data infrastructure)?




Outline: The Big Trends

\

Science Drivers:

More Direct Numerical Simulation
More Interdisciplinarity

More Data

Smarter Algorithms

Infrastructure Drivers:

More (not much faster) Processors
Cheaper Disk

Better Network (everywhere)
Better Software Tools

Funding Driver:

More efficiency
(aka Spend Less)

_/

National Centre for NZ e‘ResearCh
Atmospheric Science 2014

(UK institutional landscape)

Collaboration
Environments
Climate as an example

Infrastructure
Global (ESGF)
National (JASMIN)

Putting the pieces
together.

WMWY NMCcAas.-.ac.ul



Direct Numerical Simulation

Primarily mathematical
representation of a complex
system of processes
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http://www.bgs.ac.uk/research/environmentalModelling/home.html
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http://qa4eo.org/docs/workshop_09/Lafeuille_29Sep09.pdf
http://www.bgs.ac.uk/research/environmentalModelling/home.html

The World in Global Climate Models

Mid-1970s Mid-1980s

FAR:1990
SAR:1995
TAR:2001
AR4:2007
AR5:2013

.

i Overturnin .
Rivers g Interactive Vegetation

Circulation
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Give me more computing: Whither Numerical Modelling?

Enhanced computing

(Many versions of this slide exist, this one

resources prOduce from J. Kinter's presentation to the world

modelling summit 2008)

MORE DATA
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Fig. 2 The volume of
worldwide climate
data is expanding

rapidly, creating
challenges for both
physical archiving
and sharing, as well
as for ease of
access and finding
what’s needed,
particularly if you're
not a “big data”
specialist
(who is?)

(Their words, not mine!)
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Storage can't keep up!

Figure 1: The Digital Universe 2009 — 2020
Growing by a Factor of 44

Information Versus Available Storage

1,000,000 /
802,000 == Information /
sop,000 ——— % Avallable Storage

o X
s P
| Pt

300,000
200,000 /
100,000

o *Zzttabyte = 1 trillion
2005 2006 2007 2008 2009 2010 gigabytes

Petabytes

Source: |IDC Digital Universe Study, sponsored by EMC, May 2010

(All data, not just scientific data)

WAV MCAas.ac.ulc
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Data growth at STFC

Growth of Selected Datasets at STFC

(Credit: Folkes, Churc hill)
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The light blue line is the total of all the data stored on tape
in the STFC Scientific Computing Department.

The green line is the LHC Tier 1 data on tape.
The dark blue line is the data stored on disk in JASMIN.
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Data growth at STFC

O

Growth of Selected Datasets at STFC 30-85 PB

(unigue data)

(Credit: Folkes, Churchill) Projection for
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The light blue line is the total of all the data stored on tape
in the STFC Scientific Computing Department.

The green line is the LHC Tier 1 data on tape.
The dark blue line is the data stored on disk in JASMIN.
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Data growth at STFC

Growth of Selected Datasets at STFC 30-85 PB

(unigue data)
Projection for

(Credit: Folkes, Churc hill)
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The light blue line is the total of all the data stored on tape
in the STFC Scientific Computing Department.

The green line is the LHC Tier 1 data on tape.
The dark blue line is the data stored on disk in JASMIN.
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S| Prefixes

Sl prefix Name Power of 10 or 2 Status

k kilo thousand 10 3 210 Count on fingers
M mega million 10 6 220 Trivial

G giga  billion 10 ° 230 Small

T tera trillion 10 12 240 Real

P peta  quadrillion 1915 250 Challenging

E exa quintillion 1918 260 Aspirational

Z zetta  sextillion 10 21 270

Y yotta septillion 10 24 280 Science fiction

Stuart Feldman, Google



Which brings us to “big data” - as a driver!

Volume

* Bytes ” "
: « Records eracity
Varl-ety * Tables
* Variables Which model?
o  Models Can | trust it?

* Records/Arch
= Transactions
+ Tables, Files

Experiments

5 Vs of
Big Data

+ Structured
* Unstructured
= Multi-factor
= Probabilisti

« Trustworthiness

* Authenticity

= Origin, Reputation
+  Availability

+  Accountability

Yuri Demchenko (meeting report,
Amsterdam, July 2013)

Velocity

» Bytes/second
» Soft-/Wet-/Hard-
ware revolutions.

Value

Decision
relevant —
decision critical

.~ Voting

Multiple standards
across multiple
communities

Maurtin
Juckes
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Humans and the Data Deluge

A person working full time for a year has about 1500 hours to do
something.

(In the UK 220 working days a year is about standard. Let's remove about 20 days for courses, staff meetings
etc ... so that leaves about 200 days or, for a working day of 7.5 hours, a working year of about 1500 hours.)

What does a 50 TB dataset mean?
Take a set of climate predictions.

> Asingle lat/lon map might be of order 50 Kb ... so we have of the order of 10 billion
maps.

Looking at each map for 10s, one individual could quality control those maps in
approximately two thousand years of work!

> Bring on crowd sourcing ... but there’s only so many people in the world!

If it takes 2 minutes to find something, and have a quick look at it and extract a (e.g.)
parameter name,

> You can process 45,000 items a year

> But no human could do that full time (repetitive boredom)!
>  Maybe 30K in two years?

Your examples will differ, but your conclusions are unlikely to:
We can’t manage big data relying on humans! We need automation!

s
National Centre for NZ e-Research g he
Atmospheric Science 2014 ) WV WWL.MNCAS.AC. U
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And so to the Technology Drivers




| suspect
we're in the
phony war
right now!
“Playing”

with GPU/MIC

John Shalf, LBNL: May 2010

Technology Disruptions on the

Path to Exascale
. Gigaflops to Teraflops was highly disruptive

— Moved from vector machines to MPPs with message passing
— Required new algorithms and software

+ Teraflops to Petaflops was *not* very disruptive
— Continued with MPI+Fortran/C/C++ with incremental advances

+ Petaflops to Exaflops will be highly disruptive
— No clock increases = hundreds of simple “cores” per chip
— Less memory and bandwidth < cores are not MPIl engines

— x86 too energy intensive = more technology diversity (GPUs/
accel.)

— Programmer controlled memory hierarchies likely

+ Computing at every scale will be transformed

(not just exascale)
P25 Office of

@ Science 5
www.spscicomp.org/ScicomP16/presentations/ExascaleChallenges.pdf
Accessed 24/01/2011

National Centre for

Atmospheric Science
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http://www.spscicomp.org/ScicomP16/presentations/ExascaleChallenges.pdf

Software Progress Status
Some views of community readiness

According to Ken Batcher, "A supercomputer is a device for turning
compute-bound problems into 1/0O-bound problems."

Different computing?
Bigger ensembles!
No problem!

National Centre for NZ e-Research g
@ Atmospheric Science 2014 www.o.nocas.-ac.-ulk


http://en.wikipedia.org/wiki/Ken_Batcher
http://en.wikiquote.org/wiki/Paul_Erd%C5%91s
http://en.wikipedia.org/wiki/CPU_bound
http://en.wikipedia.org/wiki/IO_bound

Software Progress Status
Some views of community readiness

According to Ken Batcher, "A supercomputer is a device for turning
compute-bound problems into I/O-bound problems."

The Hardware is in Place and
fﬂThen A Miracle Occurs

\ SNAP

Scalable Code,

“Network Infrastructure,
Application Environments,
3

~Th,

- & Parallel Libraries
Will appear with little lead tim

More computing? ‘ i

Different computing? AN TS ot
Bigger ensembles!
No problem!

... Which is a little unfair, but I think it is fair to say that
(some of) the community underestimates the effort ahead!

@ National Centre for NZ e‘ResearCh

Atmospheric Science 2014
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http://en.wikipedia.org/wiki/Ken_Batcher
http://en.wikiquote.org/wiki/Paul_Erd%C5%91s
http://en.wikipedia.org/wiki/CPU_bound
http://en.wikipedia.org/wiki/IO_bound

Cost of storage likely to increase!

Actual costs from STFC:

Thai Floods
Storage Costs (Usable)
1,000,000
100,000 .
Filled characters and
e lines: different
e M generations and disk
ETB Dl o technologies.
MW X X - Yellow is parallel
i disk: PanFS
Eryan Lawrence, NCAS & STFC
2 d 2 4, J
Y0202 Yougy g Y1206 V0614 Crosses: different tape

technologies.

Data courtesy of Peter Chiu, Jonathan Churchill and Tim Folkes

WWWEW . NMCcAas.ac.uwulc
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Cost of storage likely to increase!

Actual costs from STFC:

Storage Costs (Usable)
Kryder's Law slowing down!

(There is no such thing as an exponential in real life,

1.000,000

100,000 Just the growth part of an s-curve, or several s-
curves. NB same three “eras” even when we use
10.000 raw storage costs before RAID and friends.)
1,000
£/TB 100
10

Eryan Lawrence, NCAS & STFC
<, 1 < I

Tape technology looks like it has a lot to give us yet, while disk
technology is struggling (for the moment a bit like Fusion, the next
technology is “just over the horizon”).

Whatever, cost of disk is increasing faster than the cost of compute!
Especially the cost of “usable” disk.

Data courtesy of Peter Chiu, Jonathan Churchill and Tim Folkes

@ National Centre for NZ e‘ResearCh

Atmospheric Science 2014 ; wwww.noas-ac.-ulk
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Better Networks? It's complicated!

100,000,000 . .
Nielsen's Law;
10,000,000 Gilder's Law
1,000,000
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45' c
S 8 1000 Network Aggregation Bandwidth
c A Increases ~2x/12-18mos.
Sy D,000 | Driven by Internet & telecom usage
Sl 10
c e
Se 1\\\I\}\\\I}\\\\I\\\\I\\I\}\\T\}\O\
= 1983 1988 1993 1998 2003 2008 2013 0,000 X
5
3
7
General Trends” c 1,000 Compufing /O Bandwidih —
= Increases ~2x/2yrs.
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Network aggregation ¢ Computing ¢ Networking —l— Standards

bandwdith, growing faster!

National Centre for NZ e-Research i o
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JASMIN Network

Bytes Received
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Better Software (1)

Four areas to consider:
— Workflow (e.g. CYLC)

— Simulation (The codes themselves)

INFRASTRUCTURE FOR THE EUROPEAN NETWORK
FOR EARTH SYSTEM MODELLING

Software
IS
Infrastructure!

— Analysis (CDO, NCO, IRIS, CF-Python etc)
— Data Management (/O libraries, Tools to document data)

Aquaplanet:
Dynamico : 32x32x10x39Ivl Vs LMDZ 96x95x39

fadel
2010083806

g
S _-{\
l:\ Mads ;J 128
}BEEGIELE_--’
/
= -~ i 48

& Madel &“‘x_ T pa Ty
W 20to0mcats S L aotoemmz
: 2§ St

N

N Pasth Ty ¢ Poud
m____)' b 2010080818 4 Rmm?mma) New code:
i) e i i /././. Massive Speed up
Big Effort

—_—

L (Local Effort)

16 R 64 128 256 512
Nb core

—NIWA_—

. . T.Dubos, S.Dubesh, Yann Meurdesoif(LSCE-IPSL)
Taihoro Nukurangi

~4—dyn DYNAMICO
—8—dynLMDZ

cfplot homepage

cfplot is a set of Python routines for making the common contour and vector plots that
climate researchers use. The data to make a contour plot can be passed to cfplot using
cf-python as per the following example.

908
180 120W 60w 0 6OE 120 180

I T I I
225 230 235 240 245 250 255 2600 265 270 275 280 285 290 295 300
Surface Air Temperature(K)

import cf, cfplot as cfp
f=cf.read(' fopt/graphics/cfplot data/tas Al.nc')[0]
cfp.con(f.subspace(time=15)})

Results presented at IS-ENES2 workshop, March 2014

| have deliberately chosen Kiwi, French and British examples: Global activities!

NZ e-Research
2014

National Centre for
Atmospheric Science
.............................

VW WL MCAS.ac.ulc




Better Software (2): Semantics ...
@ cs-doc B

Earth System Docurnantalion

CMIP5 (23/05/13): T
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FO-ESM 10D
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Requirement ------ Conformance Name
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Tools to
“understand”
datasets!

MRICGEM S
NCEP-CFSw2
NarESM1-M
MorESM 1-ME
GFOL-HIRAM C180 / -HIRAM C360
AMIP

MAI-AGEM3.25 | -AGEM3.2H
National Centre for
Atmospheric Science
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Funding Drivers!

Governments everywhere are seeing:
the necessity of “big” science
the cost of “big” science

(big is a local definition)

So they're desperate to

Consolidate Infrastructure
&
Introduce efficiencies of scale
but
We're already at scale! & We work globally!

National Centre for NZ e‘ResearCh
Atmospheric Science 2014



Stocktake:

The science drivers are for more, bigger, faster.

The technology drivers are tending towards infinitely
cheap computing and infinitely expensive data systems!

(“tending”: tending, | just said tending, nothing ever asymptotes ok!)

Software is getting smarter, but we need to spend more
on it (and the people who develop and maintain it).

Things are getting more complicated, and the money is

(comparatively)
running out!

National Centre for NZ e‘ResearCh E
Atmospheric Science 2014 wwww.noas-ac.-ulk




Solutions: Partnerships and e-infrastructures

e-Infrastructure NERC
Shared Infrastructure: SOUth MetOffice | EENTLeIN
Contracts & Service Level Agreements Joint Weather and Climate

Research Programme

MNATURAL ENVIRONMENT RESEARCH COUNCIL

Formal Collaboration: MoU @ e e e, TR

Atmospheric Science
Ad-HocCollaboration: Trust

D is-enes
INFRASTRUCTURE FOR THE EUROPEAN NETWORK
FOR EARTH SYSTEM MODELLING
I 5P & .

p =) =
PRACE

. Ay S
. . = S =
=14 i Research And o) (o) @ fro) Cac)
Cap ablllty People Development Compullng_ and Data Sector - . e
Shils Domain Knowledge R BKRZ.-,'“_' T

(s o

(eeven (e
I ClimatedImpact | ol S5
okt T

rdwar fiw:

Earth System Grid Federation

National Centre for NZ e-Research N o
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Institutional Landscape

RESEARCH * ) Science & Technology
COLINECTILS LTK Facilities Council

Medical
Research
Council

Arts & Humanities
Research Council Engineering and Physical Sciences
Research Council

(Biotechnology
and Biology)

o 2BSRC

1' "' 20 Years of Pioneering
Great British Bioscience

British
Geological Survey

NATURAL ENVIRONMENT RESEARCH COUNCIL HATURAL ENVIROMHENT MESEARCH COUNCIL

-\ Centre for
@E}:{: Ecology & Hydrology

NATURAL ENVIRONMENT RESEARCH COUNCIL

British
Antarctic Survey

HATLELL ENviOmE T EEFEARCH COUNCIL

+ Universities, big and small ...

WWWEW . NMCcAas.ac.uwulc

National Centre for NZ E‘ResearCh
Atmospheric Science 2014
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Building Partnerships: Some Case Studies

“NERC National Capability”
— Data

“Earth System Grid Federation”
— & European Network for Earth Simulation
— (all in the context of multiple collaborations)

& back to NERC National Capability
— And data again: JASMIN

National Centre for NZ e‘ResearCh
Atmospheric Science 2014




Data Landscape — Consider where effort will yield results!

(More)
H O m Og e n O us # How Endliess Choice Is Creating Unlimited Demand

The
? Long Tail

Q Heterogen
8 CMIP5 eterogeneous
) < Archive
& B
& Fortran ) Why the Future of Business
Earth Observatlon | DL’ Is Selling Less of More
< (Climate Data) Matlab, CHRIS ANDERSON
Python

& (yuck)

Typical Departmental Excel,
Collection Access
One instrument archive

Personal science:
Ever more complex, and
ever more of it!

| | Laptop Scale

Slide concept: Carole Goble via Liz Lyons

National Centre for NZ e-Research
@ Atmospheric Science 2014 www.o.nocas.-ac.-ulk




NERC Data Centres

Hydrology: Atmosphere: ) Earth observation: Ocean & marine:
National Water Archive British Atmospheric Data Centre NERC Earth Observation Data Centre

Bioinformatics: Earth: Terrestrial & freshwater: ic’lar: — | Data C
NERC Environmental Bioinformatics Centre National Geoscience Data Centre Environmental Information Centre IPRRERIS EAER IS Joies i

chromosome

WMWY NMCcAas.-.ac.ul
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With whom do we build infrastructure?

UK Government

“Discipline”
International

“Generic”
International
"z
A
N : :
C}& & J (Int(_erdlscpllnary)
Q& O Project
&P
S

Different aims, technologies,
business models, timescales ...

National Centre for NZ e‘ResearCh
Atmospheric Science 2014




Interacting Data

Collaboration
Othe
Wi Interfaces

Shares

Migration Process Migration Process
/_ Institutional —\' - /éhared Scienﬁfic\\ ’ /_ Data Service \
Domain

Domain Domain

Migrated and
selected
according to a
set of
scientific
conventions

Migrated and
selected by
virtue of what

Is possible
and who wants

“‘Canned”
Realisations &
> Visualisations

b

Metadata Community Interfaces & Metadata
Created a Community Software Created

Standard Interfaces

B ke Portals &
J Mainly Bespoke Software J espoke Portals J

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)

WMWY NMCcAas.-.ac.ul

National Centre for NZ e‘ResearCh
Atmospheric Science 2014
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Interacting Data

Collaboration

ESGF l]IE> ESGF‘K Interfaces

/ \ Migration Process Mlgratmn Process
?
20ur Data Subset Data :
y—setor Climate
Home scientific ESGE and who wan Service
Institution g
=Y Portal
Everyone else's data C) Web Service
4
, : Bespoke Portals &
Mainly Bespoke Software J hg:?’;ﬁ:tda cﬂg:ﬂ”;t?ﬁ;";ﬁ;& ‘ %?Lﬁ:tda Standard Interfaces

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)
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Interacting Data

Collaboration

ESGF l]IE> ESGF‘K Interfaces

Migration Process

Mlgratmn Process
bigrated and @
Subset Data Climate
Home :
- ESGF = Service
Institution
e Portal
<> Web Service
A
, : Bespoke Portals &
Mainly Bespoke Software J h;:?’;ﬁ:tda mg:ﬂ”;t?ﬁ;";ﬁ;& ‘ %?Lﬁ:tda Standard Interfaces

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)

WMWY NMCcAas.-.ac.ul
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My/Your Data Environment

At your home institution,
you:

—> Have (some) control over your
software environment

— Favourite packages,
e.g. IDL

— Familiar Linux

— Can buy/arrange more
storage/compute on varying time-
scales ... can optimise ...

— Are responsible for
deleting/preserving your own data

— Are likely to be duplicating data
others have already downloaded
in your own institution ... let alone
within a larger collaboration.

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

NZ e-Research

We all like control!

We all like the (illusion?) that
we can scale our resources
as necessary.

We all lose/destroy/duplicate
data.

Most of us do our HPC
remotely.

Some of us do our analysis
remotely. Why not more of
us?

2014




Interacting Data

Collaboration

ESGF l]IE> ESGF‘K Interfaces

/ \ Migration Process

Mlgratmn Process

Migrated and Migrated and
2 :
?Our Da gset Data :
5 5 Climate
Home :
o Service
Institution
Portal

Y.

i Community Interfaces &
Community Software

Bespoke Portals &
Standard Interfaces

Metadata
Created

Metadata

Mainly Bespoke Software J
Created

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)

WMWY NMCcAas.-.ac.ul

@ National Centre for NZ e‘ResearCh

Atmospheric Science 2014

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn




A one slide guide to CMIP5 from a data perspective

Fifth World Climate Original Timing:
Climate Research Programme | | o(2) PB of requested
Model WCRP- WGCM output _from 20+

modelling centres
Intercomparison || Involves all the finished early 2010!
Project major climate Actual Timing?
(CMIP5) modelling centres. | | vears Iate.
(23/05/13): Unique Data in ESGF PCMDI-led,
101 experiments +* [ community developed
61 model variants : 35 : :
590,000 datasets! g I “ | s/w infrastructure fo
4.5 million files " oo | data delivery:
2 PB in global archive Earth System Grid
Unknown PB IocaIIy! Blue: Volume; Red: Files Federation

(NB: replicas and versions!)

National Centre for NZ e‘ResearCh
Atmospheric Science 2014



ESGF Global

Dean
Williams

ST R

NL

=

DOE/AN

@ NASA/JPL
NASA/NC
cs
_soue =
BE= Doc/es
RL

£ Bt
— w INFRASTRUCTURE FOR THE EUROPEAN NETWORK
i FOR EARTH SYSTEM MODELLING
ANU/NCI I . CMCC

National Centre for NZ e-Researc "
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ESGF: abstract view

Data
(Data Nodes)

GATEWAY
VIEWS

Simulation W
Metadata

Support Processing
Help Desk etc Visualisation

Authentication
(Local)

Authorisation
(PCMDI)

Wget
Scripts

But it's really all about download
(now)

National Centre for NZ e‘ResearCh
Atmospheric Science 2014

Standards providers

NetCDF CF

(WGCM)
PCMDI:
Data
reference
syntax
(DRS)
CMOR2

Metafor

. 4
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Interacting Data

Collaboration

ESGF l]IE> ESGF‘K Interfaces

/ \ Migration Process Mlgratmn Process \
@ Migrated and
?
?0Our Data Subset D4 _
y— seror Climate
Home Sk ESGF Service
Institution g
0 e Portal
Everyone else's data <
A,
, : Bespoke Portals &
Mainly Bespoke Software J h;:?’;ﬁ:tda mg:ﬂ”;t?ﬁ;";ﬁ;& ‘ %?Lﬁ:tda Standard Interfaces

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)

WMWY NMCcAas.-.ac.ul
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ESGF: A federated data service infrastructure

tas

E
| 4
Awallablc Web Map Services o ap .
% tPuen |0 @FVARA X & | ameren o o ~ | Data provider: MIROC]
WS of MIRO.CS model cuiput propared for CMIPS ROP4.5 Layer 3 | time | \
5 WA AR i i G R Mear-Surface Air Temperature (tas) | Z100-07-17T00:00:00Z |

# ] nasslayers

. e == -~ . || [DEFBUONADIAS (JAPAN)}
—— |dentity provider: BADC

][] rerar-Surtace sur Termperanre fas) e

e Y
T Authorisation: PCMDI
= < 4
time /
oo Quality control: DKRZ
A /
'.."-! redresh < preious  neat > Map type = | Pojeciion EREG-4Ins W | Eslecied layer Sear-Surdace Alr Temperanns Sxs] | Coondinaie: / \
Visualisation: KNMI

. )
A federated system optimises the use of the limiting resource: people.

No institution can go it alone: data at scale is a global activity based around
large national facilities.... D s-enes )

uuuuuuuuuuuuuuuuuuuuuuu u

@ National Centre for NZ E‘ResearCh
Atmospheric Science
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ESGF: A federated data service infrastructure

tas x | P
Availatis Web Map Services o ap .
% e 0 @ORA S | O | ) == Data provider: MIROC]
WIS of MIROTS modsl cufpart prepans for CMIPS RCP4S Layer - | time | &
5 WA AR i i G R Mear-Surface Air Temperature (tas) | Z100-07-17T00:00:00Z |

A [_] barselayers

T ey = - . . || |DISHBUGORADIAS (JAPAN)}
= Identity provider: BADC

][] rerar-Surtace sur Termperanre fas) e

e Y
T Authorisation: PCMDI
D:“m AN )
oo Quality control: DKRZ
A /
g redresh < presdiows menf > Map type = | Pojeciion EREG-4Ins W | Eslecied layer Sear-Surdace Alr Temperanns Sxs] | Coondinaie: /
Visualisation: KNMI

. )
A federated system optimises the use of the limiting resource: people.
No institution can go it alone: data at scale is a global activity based around
large national facilities.... D s-enes )
Oh r e al Iy? Y e S! Ok AT ST HOoELNG L/
Very staff intensive!

National Centre for NZ e‘ResearCh
Atmospheric Science 2014




Interacting Data

Collaboration

ESGF l]IE> ESGF‘K Interfaces

/ \ Migration Process Mlgratmn Process \
@ Migrated and
?
?0Our Data Subset D4 _
y— seror Climate
Home Sk ESGF Service
Institution g
0 e Portal
Everyone else's data <
A,
, : Bespoke Portals &
Mainly Bespoke Software J h;:?’;ﬁ:tda mg:ﬂ”;t?ﬁ;";ﬁ;& ‘ %?Lﬁ:tda Standard Interfaces

Often this is or could be (locally) the same physical archive.
(but different individuals may or may not be responsible)

WMWY NMCcAas.-.ac.ul

@ National Centre for NZ e‘ResearCh

Atmospheric Science 2014

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn




Bespoke Portals: E.G. UKCP09 User Interface

Special Data, Special Metadata ...

Fie Edl Vew Hgoy Socknake Iods Heb Flo Edt

oo a sptal st . 1 e map an ekcicing e mouse, Atertve
o tos s the"Clear buten  he top-nic ClumATE CUMATE

Logged in users: 103 B i UK PROJECTIONS UK PROJECTIONS
hitwhilst peforming a

Logged inas: Selecting your UK location
steph

flrent ocation am grid, () Adin StatPage My dobe My Detale_Using UKCPO3_Uibarusl el holp? StatPag My dobe_Hy Defale Usng UKCPDS_Uikirua o
ain whetner jocations absolute climate values ¢ Viewing and modi put Atying your outpus
Loggedin as: " v v . iing your outy
stephen pascoe. 2 mosty the outoutinat has been generated n raspanse o your request. Herayou can maka changes o npascoe allows youta mody the autput hat has baen ganerated n espansa o yourrequast, Hare you can make changes fo
ogout fyour ‘o upcato he afyour data e olot

orting the i lock of he et or mocty e contants o plot

Loggedinusers: 103 a1y timayou can downioad the ot or s undring data invarious ormats B using he buttons inthe botom rignt comer Loggedinusers: 102 usingthe butons In the betiom gt comer

[ord celi: 1155 | ErErrr—r— |

Change you reauest Chiange you request

Request Compietion
atus

(M R — - [y —| — g o
) . . e e o P . e s )

[Emissions Scenario [Emissions Scenario
Seweh | Clea o

[Results

B = ‘Summes (LA -]
Longtuge: 30212 Future : L ' 1 = 2 furo Clate Chans

A [Location o

[Grid colli 1155 change

Change ntemperature of the varmest day (deg C) Timo Perodte): . west 75011 17371 East

Temporal Averages): i 5ese

or (e Soun

Relative probebiity

Temporal Averageis): lPorcontio

A Locston s ‘Relaad pat” bufon. a Location T

o Logend Posion  Colom Values on plot [Frrmeritl T
25k0m g Locatonio [otomiae =1 [rurcone =] Hover ver plo o displayxand - Locsonis: Show datavatues ove
€ aministiatie Region yalues e |Gk to tew numertc data valuss overyour map. B3 Save you request

Stiow UKCPOS boundaries on plot mage size 00900
ottt ol on he preien map above

Output Formt Types i " sweimagens | [P16

o bt

€ River Basin output Types Fo Sizo . outpur Type:
[ bution o

203532, 5427908 [Vir 21 Yevalue at cursor 30203
o Vivalue & cursor 0001

Output Format Type:

Swetsans | [V

output Format: For sizo

[hiecium ]

Ooupun Forma:

UK Climate Projections: Sophisticated User Interface, to support hundreds -
of simultaneous users dynamically interacting with data, organised for the )
specific purpose of supporting this user interface.

National Centre for NZ e-ReseaI‘Ch
Atmospheric Science 2014
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Interacting Data

Collaboration
S Interfaces

Institutional

Shares

Migration P
/éhared Scienﬁfic\\ B e mcess/_ Data Service \\

Migration Process
Domain

Domain

/_ Institutional \"

“‘Canned”

Domain
Migrated and Migrated and
selected selected by : L
according to a virtue of what Realisations &
set of [ is possible > | Visualisations
sclentific and who wants
it.

e

o
s |

A e
=i, b

conventions
T He

b

Bespoke Portals &
Standard Interfaces

Metadata
Created

Mainly Bespoke Software Metadata Community Interfaces &
Created Community Software
a

n this is or could be (locally) the same physical ar
different individuals may or may not be responsi

WMWY NMCcAas.-.ac.ul
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Interacting Data

Collaboration
Other
Institutional Interfaces

Shares

Migration Process Migration Process
/_ Institutional \" e /éhared Scienﬁfic\\ g /_ Data Service \\

Domain Domain Domain
Migrated and Migrated and " "
selected selected by Canned
according to a virtue of what Realisations &
set of is possible Visualisations
sclentific and who wants
conventions it.
IRl 1

Metadata Community Interfaces

Created a Community Software

J Mainly Bespoke Software J

Created

Bespoke Portals &
Metadata I Standard Interfaces J

n this is or could be (locally) the same physical ar
different individuals may or may not be responsi

WMWY NMCcAas.-.ac.ul
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A one slide guide to CMIP5 from a data perspective

Fifth World Climate Original Timing:
Climate Research Programme | | o(2) PB of requested
Model WCRP- WGCM output from 20+

_ modelling centres
Intercomparison || Involves all the finished early 2010!
Project major climate Actual Timing?
(CMIP5) modelling centres. | | vears Iate.

oor13): Unique Deta in ESGF PCMDI-led,
101 experiments ¢ | community developed
61 model variants z 35 : (GO-ESSP)
590,000 datasets! g I “ | 8 s/w infrastructure for
4.5 million files " o« 2| data delivery:
i Earth System Grid
Unknow PB IocaIIy! Blue: Volume; Red: Files Federation

(NB: replicas and versions!)

National Centre for NZ e‘ResearCh
Atmospheric Science 2014



Metadata Taxonomy

T | . Dataset METADATA ™

via
— — = —>|+ D-Discovery

1+ 0-Ontology /" DEFINITIONS ) (* RELATIONSHIPS
A: Archive, Usage metadata XML By XML
generated from (or about the S: Security

data). Mormally generated from
Documentation internal metadata -
_U_SIEQ_>_|+ B-Browse BB Context, Generi XML
£ _ : Browse. Context, Generic,
+ C-Character semantic, including a summanry
'+ E-Extra of A-type, links to or embeds
A discipline specific (E-type)

C: Character and Citation. Post- | | XML ]l\_\
fact annotations and citations

" both internal and external
~ \descnbed by (trackback, comments) E
Definition | . .
D: Discovery. Metadata suitable | | XML Ty

|
I
|
I
|
|
I
'+ A-Archive : for harvesting into catalogues XML
I
|
I
|
|
I
|

/7
~ use

and federations. Dublin-Core,
«flow» NASA DIF, 1IS019115/19139
XML

E:Extra. Discipline specific
metadata, may or may not be
understood at all sites. e.g
SensorML, Numsim

Q: Defined &
supported textural,
semantic, and
spatio-temporal
queries,

>
=
=
hrad

Tools

|
v

Annotates,
Cites

7
L i

\ J

Lawrence et al 2009, doi:10.1098/rsta.2008.0237

National Centre for NZ e-Research = 3 I
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http://dx.doi.org/10.1098/rsta.2008.0237

My A, B, and C metadata will be very different
from yours.

| do not see mileage in (much) semantic

standardisation across disciplines in this space
(as opposed to navigable interoperability a la “linked data”)

(Standard Names, Cross-Discipline, Yes, Slowly.
International Intra-Discipline, Yes, Quickly.)

National Centre for NZ e-ReseaI‘Ch
Atmospheric Science 2014




Discovery Metadata

NERC ata Catalog ue Séj_-

SCIENCE QF THE

ENVIRDKMENT 3 sharing MER(C dat

Home About the DCS Search fcnr data miments About NERC KIEI'KE

Well, at least you can find —
that we hold the CMIP5 Results DRSS B acom

Search for data

data Vla Catalogue ServerS e Your search returned 4 results. Showing all results (help).

. . view geographic coverage
A single entry to a multi- o R

ip5
petabyte dataset’ and inl-gm returned in 3.54 20 v 'thE number of results per page.
seconds.
!
because We re the MOHC dit this seard 1. All data from the Coupled Model Intercomparison Project series yes

Phase 5 (CMIPS)
The Coupled Model Intercomparison Project Phase 5 (CMIPS)

nOde’ We have a SpeCIfIC esults with provides a framework for coordinated climate change
entry for them. _e:(perirr.er'rs,_ir'tludir!g sirr-ulat@er.s for assessn'_:erltin the

Intergovernmental Panel on Climate Change Fifth
Assessment Report (ARS) as well ... [more]

lu

.The model data from the Atmospheric Chemistry & Climate  series yes
Should We have more’? Ms:lel Intercomparison Project (ACCMIP)
H The Atmospheric istry and Elin':ate Madel
Intercomparison Project (ACCMIP) is organized under the
= of Atmospheric Chemistry and Climate (ACRC), a
project of International ,,t:alﬁ.trrusphﬂn Chemistry (IGAC)

(“What IS a dataset?ﬂ) and Stratospheric Processes An... [mare]

. Data from the TEMPEST (Testing and Evaluating Model series yes
Predictions of European Storms) project, part of the Storms

Risk Mitigation NERC (Matural Environment Research

Council) programme

Data from the TEMPEST (Testing and Evaluating Model

Predictions of European Storms NE/ID0520%/1) praject, part

of the Storms Risk Mitigation Matural Environment Research

Council (NERC) research programme 2009-2014. TEMPEST

aims to improve understa... [more]

[¥%]

=y

.CMIP5: UK Met Office Hadley Centre contribution series yes
These data are provided by the UK Met Office Hadley Centre
as part of the WCRP CMIPS project.

National Centre for INL TUI\CoTalul
Atmospheric Science 2014



ESGF Usage i

INFRASTRUCTURE FOR THE EUROPEAN NETWORK
FOR EARTH SYSTEM MODELLING

Slide courtesy of
Stefan Kindermann,
DKRZ and IS-ENES2

Terabytes

200

il

Apr MayJun Jul Aug Sep Okt Nov DJec Jan Feb Mar Apr

=

(]

Individual End Users Organized User Groups Data Centre Service Group
* Limited resources * Organize alocal cache of * Provides access to ESGF
(bandwidth, storage,..) required files replica cache
* Mostofgroupdon't * May also provide access to
access ESGF but cache data near compute
resources
Trend ° EJB?DC, DKRZ, IPSL, KNI,
)
>

Needed: Replacement for ,,Download and Process at Home“ Approach

National Centre for NZ e-Resec "
Atmospheric Science 2014 W W WAL M C AS . AC . U



Dedicated Analysis Facilities: JASMIN

WWWEW . NMCcAas.ac.uwulc
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Managed, Semi- and Un-managed Organisations

JASMIN/CEDA Trusted 3rd Party,

System ] System | Third Party
Virtual Support Virtual Support E“%}FSte”rlt
Machines ‘; Machines F Virtual uppo

e Machines . B

14

JASMIN System || Fast Data JASMIN System || Fast Data - -
Analysis Storage Storage Analysis Storage Storage UID/GID
Platform Storage User DB

Platform

Software JASMIN = Software JASMIN
Managed i L Semi-Managed JASMIN Un Managed

Virtual Organisation Virtual Organisation Virtual Organisation

Platform as a Service (Paas) ------------------ > Infrastructure as a Service (laaS)

National Centre for
Atmospheric Science



Some Special VOs

CEDA: Centre for Environmental CEMS: The facility for Climate,
Data Archival Environment and Monitoring from
> Will provide archival services for Space
the community. > Will acquire and archive (via
> Data held in the archive will be CEDA) key third party datasets
managed, and made available to all needed by the NERC science
the managed and semi-managed community.
V.O.s directly (and indirectly to the > Will provide services for the Earth
un-managed V.O.s). Observation Community, in
> Will provide “generic” access particular, in partnership with
platforms for virtual organisations Satellite Applications catapult
that do not wish to manage their (SAC), the UK and European space
own platforms and users who do industry.
not belong to specific virtual > The academic component will run
organisations. on JASMIN, the bulk of the

industrial component, in the SAC,

ith EDA .
EOS Cloud with access to C data

> Cloud services for the
environmental 'omics community

> Delivered by JASMIN on behalf of
the Centre for Ecology and
Hydrology

EON (Evronmental Omics)
Network

National Centre for NZ e-Research = 3 I
Atmospheric Science 2014 - VW W . NCAaAS-ac.u




UK e-Infrastructure (from a NERC perspective)

International Federations International Federations

Community Consortia

NERC “Big Data” Infrastructure: JASMIN (Storage & Compute, Virtual and Batch)

Shared National Infrastructure: HPC (Archer, Monsoon), Network (JANET), Data (RDF)

@ National Centre for NZ e‘ResearCh

Atmospheric Science 2014
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Infrastructural Relationships

Loosely Coupled

National Infrastructure
e.g. HPC (Archer, Monsoon)

Data (RDF, JASMIN)

|

1..N 1.

|

L.N Targeted

National Infrastructure
e.g. JASMIN

G ene ri C (cross-discipline)

National Infrastructure
e.g. HPC: ARCHER

1..N 1..N

1..N

LN (Communitiesw T

(although the UK
isn't a hosting
member of
PRACE)

Loosely Coupled

International Infrastructure
e.g. HPC (PRACE)

1..N

exploit

exp|0it (e.g. Climate)

1..N
1.N

International

Federations
(e.g. IS-ENES2,ESGF)

National Centre for
Atmospheric Science

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

O

1..N

NZ e-Research
2014

Rarely exploit
(directly)

There are many N to N relationships here
... the easy ones are “exploit”!

¥ WMWY NMCcAas.-.ac.ul



ExArch - Pushing towards exascale data handling

LAS User-analysis Webservice architecture
e ] Web Browser ESGF
Regional Climate T —

(Live Access

Model Evaluation |= P e

ExArch: Climate analytics
on distributed exascale data

Request

h 4

arCh |VeS (JUCkeS PI, G8 funded) System (RCMES) Analysis Back-end- User Analysis Plugin
S Input OPSNDAP Gioval
NERC c ntres for n::ls(lt?)c?ptl Templater || aggregation Da?aa
b sl Archives
Institut . — T (eg:
. UCLAQE, 2 s E
Lapi ace DKRZ ‘ |
_ UNIVERSITY OF Pr]nceton it NOAA - PMEL
T I 4 .
. M .. pceenct;OnniLujar :Zﬁ?iéﬁxr:aiueg r\—%—ll Efc'ﬁ‘r:;e %JS;QF“’EV Observation/Model rainfall Map over a basin Get basin-mean time S erve r”

using an area-

series

matching method
Strategy
Governance structures

Interactions with GCOS,
ESA and NASA

Accessibility
Workshops

Informatics

Robust metadata
Mear archive processing
Software management

Climate Science

Quality assurance

CMCC parallel

Climate science

Query management diagnostics data analytics
Martin Juckes, V. Balaji, B.N. Lawrence, framework
M. Lautenschlager, S. Denvil, G. Aloisio, P. Kushner, D.
Waliser,
S_. Pascoe, A. Stephens, P. Kershaw, F. Laliberte, J. Kim, S. http //Cllmate41mPaCt eu/
FI(.).riu...., S NZ e-Research .
e e 2014 e
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Atmospheric Science
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Crossing borders or crossing disciplines, can
one do both at the same time?

Yes, but only if you limit yourself to specific
activities, and not everything!

This talk has been about “hardware” infrastructure, we could
have had a very similar conclusion if we discussed software

Infrastructure!

i | Centre for NZ e-ReseaI‘Ch




One last thought: Credit and Kudos in shared activity?

A3B0: WHERE THE KEY PARTS ARE MADE

B GEFAANY FRance [ il

AR and Toruard fuselags
Vortical tail plans

National Centre for NZ e-Research
Atmospheric Science 2014
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Centre for Environmental Data Archival

| ) . 5.00% - Users by g
EX.ISt. to support epwronmental O -\ discipline e
science, further environmental data 3 .. VA\ \\ A — Earth Observaton

2 ~—Earth Science

archival practices, and develop and == | |~/ ~— — Economis

. £ 20.00% ~ o
deploy new technologies to B oo -\ =\ v
enhance access to data.” 10.00% 7@\/}/%/- fafine s
. an0 0 5006 ;;;ﬁ\ﬁ* — Maths/Computing Sciences
-> Curation and Facilitation 0.00% ;v — S —— Medical/Biological Sciences
b’f’@ ‘\96)\ '\909 ’190\/ ’19@ '79@ ’196\ D '\9\} '19\?) Other

Personal use
Year

Curation: Four Data Centres Facilitation:

> British Atmospheric Data Centre > Data Management for scientists (planning, formats,
>NERC Earth Observation Data Centre ingestion, vocabularies, MIP support, ground segment
»|PCC Data Distribution Centre CRN L, -
> UK Solar System Data Centre Date? Acqwsmon )

(BADC, NEODC, IPCC-DDC, UKSSDC) (archiving 3 party data for community use)

Over 23,000 registered users! > JASMIN Support
. . . . (Group Workspaces, JASMIN Analysis Platform, Cloud
+ active research in curation practices!

Services, Parallelisation)

= \ -
open computing * K CLIMATE W—
Zfrrf}?.;rsi;it:ctures O p@rlmlgps PROJECTIOMS USER JFALC

contrail

el L 2 v

"eservatior L]

National Centre for NZ e‘ResearCh he
Atmospheric Science 2014 VW W . NCAaAS-ac.u



STFC Scientific Computing Department (SCD)

O

“Computing Expertise across length High Performance Computing
scales from processes within atoms to > Emerald GPU cluster for Oxford, UCL,
environmental modelling” Southampton, Bristol.

> Applications development and support, > SCARF HPC for RAL

> Compute and data facilities and services
> Research and Training
> Numerical Analysis

> Hartree: Blue Joule bluegene HPC
> Hartree: Blue Wonder idataplex HPC
> JASMIN: NERC super data cluster

Data Services

> STFC: Facility Archives (ISIS, Diamond) _Close working partnership with
industry

> LHC: UK Hub (Tier 1 archive)
> BBSRC: Institutes data archive
»> MRC: Data Support Service

Gaccelrys’ I\N&W aspen~ @ VIRTALIS Microsoft

> NERC: CEDA backup and JASMIN FLUENT
elastic tape Af)egs dstl] NPLE =CCFE
‘
o o =8
NW CF TGAC i, SO

R
AstraZeneca/> @ ?@é’? ‘ SOLVA LLOYDS m

PILKINGTON
W53 G ot i

VE it S e pusEiL
C

National Centre for NZ e‘ResearCh
Atmospheric Science 2014
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