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Data management and analysis, large-scale computation
and modeling, and hardware and software infrastructure
profoundly affect the research capabilities of all AGU
disciplines. The Earth and Space Science Informatics
Focus Group established the Leptoukh Lecture in 2012 to
recognize advances in these fields and their contributions
to Earth and space science. Named in honor of the late
Dr. Greg Leptoukh, a pioneer in satellite data quality and
rovenance, the Leptoukh Lecture aims to identify and
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rTrends in Computing for Climate Research

The grand challenges of climate science will stress our informatics in-
frastructure severely in the next decade. Our drive for ever greater
simulation resolution/complexity/length/repetition, coupled with new
remote and in-situ sensing platforms present us with problems in com-
putation, data handling, and information management, to name but
three. These problems are compounded by the background trends:
Moore’s Law is no longer doing us any favours: computing is getting
harder to exploit as we have to bite the parallelism bullet, and Kryder's
Law (if it ever existed) isn't going to help us store the data volumes

we can_sge ahead. The varjety of datg, thg ratglt arrives, and the
compl‘ eA % il cope.
The so , willBre ware,
but "more” and’ better” will require some attentlon.

In this talk we discuss how these issues have played out in the context
of CMIP5, and might be expected to play out in CMIP6 and succes-
sors. Although the CMIPs will provide the thread, we will digress into
modelling per se, regional climate modelling (CORDEX), observations
from space (Obs4MIPs and friends), climate services (as they might
play out in Europe), and the dependency of progress on how we man-
age people in our institutions. It will be seen that most of the issues
we discuss apply to the wider environmental sciences, if not science
in general. They all have implications for the need for both sustained
infrastructure and ongoing research into environmental informatics.

— National Centre for
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CEDA

CEDA

Centre for Environmental
Data Archival
SCIENCE AND TECHNOLOGY FACILITIES COUNCIL
NATURAL ENVIRONMIENT RESEAR

Contact Us GEDA News

* Home » Dala Cenires Search

About CEDA Data Centres Services Projects For Academics For Business. Training Help Contact Us
Data Centres
The C Data Avehival s esp running contes:
Bridish Atmospheric | 11 British NERC Earth
Atmospheric Observation Data
@ Deta ety —scv| Data Contro NESDCD | cori

The NEODE is NERC's designated
data centre for Earth Observation data and is part of NERC's National
Centre for Earth Observation.

The British Atmospheric
Data Centre (BADC), NERC's designaled data cenire for the UK
atmospheric science commurnity, covering climate, composition,
obsarvations and NWP data.

IPCC Data

The UK Solar System Data
Centre

The UK Solar System Data Centre, co-funded by

STFC and NERC, curates and provides access to
archives of data from the upper atmosphere, icnosphere and Earthis.
solar emvironment,

Distribution Centre

The Intargovernmantal Panel an Climate Change (IPCC) DDC
provides climate, socio-economic and environmental data, both from the
past and also in scenarios projected into the future. Technical guidelines
on the selection and usa of different types of cata and scenarios in
research and assessment are also provided

Four data centres: http://ceda.ac.uk
Providing Curation (of the archive)

National Centre for
Atmospheric Science
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Contact Us GEDA News
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...and
Facilitation (of Science)

T e sfgm
AboutCEDA  DataCentres  Services  Projects  ForAcademics  ForBusiness  Training  Help  ContactUs Using the Archive and the
Data Centres Infrastructure to proIV|de
User Compute Services
e c Data Arcival s resp ranning contes:
The British = NERC Earth ;
British Atmospheric | Atmospheric NE&DC Observation Data Centr.e fo.r Environmental
::'f.i‘.‘.z?.‘.?::f:::::.‘::;':;i,f:::‘ Data Centre Centre Monitoring from Space

The British Atmospheric
Data Centre (BADC), NERC's designaled data cenire for the UK
atmospheric science commurnity, covering climate, composition,

obsarvations and NWP data.
The UK Solar System Data Centre, co-funded by

STFC and NERC, curates and provides access to

archives of data from the upper atmosphere, icnosphere and Earthis.
solar emvironment,

The UK Solar System Data
Centre

The NEODE is NERC's designated
data centre for Earth Observation data and is part of NERC's National
Centre for Earth Observation.

IPCC Data
Distribution Centre

The Intargovernmantal Panel an Climate Change (IPCC) DDC
provides climate, socio-economic and environmental data, both from the
past and also in scenarios projected into the future. Technical guidelines
on the selection and usa of different types of cata and scenarios in
research and assessment are also provided

Four data centres: http://ceda.ac.uk
Providing Curation (of the archive)

CEMS

National Centre for
Earth Observation

http://cems.ac.uk

JASMIN
http://jasmin.ac.uk
(User storage on
Group Work Spaces: GWS)
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CEDA Evolution
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Wikipedia

=

bépiwwneubergzmo comi2012/10118-crazy-tings-we-desmec-sbout googles-data-csnor!,
hitp://bl

logs.wsj.com/digits/2012/10/17/google-servers-photos/

Summar
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CEDA

Not so subliminal message:

As we move to exascale storage, not everyone will be able to scale from a
few machines to one (or more) massive machine rooms.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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CEDA

Not so subliminal message:

As we move to exascale storage, not everyone will be able to scale from a
few machines to one (or more) massive machine rooms.

Actual subliminal message:

As well as hardware, one needs an awful lot of software to manage and
exploit data at scale. Much of it will be bespoke!

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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CEDA

Outline

Metadata Information is our knight in the battle against the
(big) data dragon

1. Motivation comes from the science challenges, and some of the programmes that
result.

2. The background computing trends are faster computing, more parallelism, and
increasing storage issues (including relative costs). All these things are leading to
a “Tyranny of scale”. It's too easy to say million, or petabyte.

3. Dealing with things at scale requires information, aka, metadata, and lots of
different types of metadata, all of which enable different parts of the scale
problem.

4. Quality is one important sort of metadata ...
Compute: From download to community-based analysis computing.

6. The wrap up puts this back in the context of MIPS and real people.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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models using both natural and anthropogenic forcings
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July 2007 Tewkesbury
flood: 3B€ loss!

Can we predict risk
into the future?

X

How will climate
change affect the
global distribution of
malaria?

How will climate change affect
the incidence of road and rail
closures due to landslides?

- -—

What would be the impact of leakage from an oil
and gas well in UK waters on the national economy,
coastal and marine biodiversity and the well-being
of the population affected?

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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July 2007 Tewkesbury
flood: 3B€ loss!

Can we predict risk
into the future?

u

How will climate

change affect the
global distribution of

How will climate change affect
malaria?

the incidence of road and rail
closures due to landslides?
- ~ -

What would be the impact of leakage from an oil
and gas well in UK waters on the national economy,
coastal and marine biodiversity and the well-being
of the population affected?

Field
Observations

Small Scale
Models

User of Big
Model Data
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The grand challenge

The first and second problems of climate change science

Pre ARA4: Are human activities changing climate?

o.5f (@) Global averagetemperature
s

i
3
o

Tomparaturo anomaly (C)

& ool o om  Vem 10 W60 20

(0, emesadua)

s W

1850 7900 7950 2000

Post AR4: What does it mean?

s pors o

Te00 1920 1950 1960 1960 2000

I

v &

- What is the signal of anthropogenic climate change on the
regional and local scales that really matter to individuals,
economies and societies?

- What does/will climate change look like where | live?
Temperature not the be-all and end-all of answering that

question!
A far more difficult grand Greatly enhanced national and
challenge research and international collaboration and
development problem! strategy essential!

Slide modified from Rowan Sutton's version.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Communities

Communities

Physical Environment Models\

1\ Hydrology
v,

Oceanic
Processes

Earth System Models
(including Chemistry)

Policy Models

Many interacting communities, each with their own software, compute
environments etc.
Often interacting through data.

Figure adapted from Moss et al, 2010

— National Centre for
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Communities

Communities interacting through data: IPCC DDC

GCM data download at DKRZ

Data Distribution Cen IDCC ¢
INIERGOVERNMENTAL PANEL O ClimaTe change Who.
e DDC Downloads counts and GByte per Year and Project
— 1000000 264000

ENERGY (log y axis) counts
. S CLIMATEINS BT

100000

GBytes

The 2013 IPCC-DDC
downloads of 161 TB
compares with 650 TB
delivered via ESGF and
440 TB delivered to
DKRZ WDCC users.

37,000 23,000
10000 37,000

o

Center for International Earch 1000
Science Information Network

e -

Almost certainly
different user
communities via each
method!

2000 2011 2012 2013

2010 2011 2012 2013

W SAR W TAR ARe " aws

(The IPCC-DDC has a snapshot of the CMIP5 archive as it at the time of the AR5 paper
submission cut-off ... a “reference archive”.)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A one slide guide to

©
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Compute mmar

CMIP5 from a data perspective

Fifth World Climate Original Timing:
Climate Research . ExpecttoéZ) PtB c:f
requested outpu

Model . Programme from 20+ modelling
Intercomparison WCRP- WGCM centres finished
Project Production involved all early 2010!

the major climate Actual Timing?
(CMIP5) modelling centres « Years late.
(23/05/13): Unique Data in ESGF Data Delivered by:

101 experiments

61 model variants
590,000 datasets!

4.5 million files

2 PB in global archive
Unknown PB locally!

Volume (TB)

2000 35
3
1500 25
2
15
500 !
05
0 . 0

010911 010312 010912 010313

Blue: Volume; Red: Files

(NB: replicas and versions!)

Number of fies (millions)

PCMDI-led, community
developed (GO-ESSP)
s/w infrastructure for
data delivery:

Earth System Grid
Federation (ESGF)

National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNCIL
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Programmes

CMIP6

©

0@000
Clouds/
Chemistry/  circulation Ocean/
| 4
Characterizing Short-term
forcing hindcasts
>
Pales Scenarios >
climate
| 4
Laeed Decadal
el prediction
Carbon Regional climate /
cyde Geo- extremes >
engineering

(Meehl et al 2014, EOS)

National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNEIL

Final experiment definition
underway (first quarter 2015)

Data “request” being discussed
(2nd quarter 2015)

Metadata “request” being
discussed (3rd quarter 2015)

A certain amount of “weariness” in
the modelling community. It's
currently hard to meet the data and
metadata “requirements”.

Expecting data to start flowing in
2016.

Trends in Computing for Climate Research
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Obs4MIPs

Waliser et al, 2012http://goo.gl/2B1YvV
NASA Project:

> ldentify key observational datasets relevant to the model evaluation process.
» Establish metadata requirements, document quality.

> “Well documented with traceability to track product version changes”
» Enable the production of quality controlled, model format compliant datasets.
» Disseminate via ESGF.

ESA following the same procedure with the Climate Change Initiative (CCl) project
(but with their own portal into ESGF planned).

(See also ANA4MIPS, CFMIP-OBS, etc)
(Analysis, cloud feedback observations, etc)

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Programmes

CORDEX: Coordinated Regional Downscaling Experiment

Objectives include:

» To quality-control
datasets . ..recent
historical past and 21st
century projections,
covering the majority
of populated land
regions on the globe.

» To build a common set
of RCM domains for
dynamical downscaling
and define a standard
set of variables,
frequency and format
for output and
archival at a number
of CORDEX data
centers.

» To develop of Regional
Analysis and
Evaluation Teams ... »  To support and inform the climate impact assessment and

adaptation groups ...

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Programmes

Common Trend?

©

OBS4MIPS and CORDEX *“joining” the ESGF community in order to
disseminate their data, but also to (respectively)

P "ensure data is well documented with traceability to track product version changes” and
enable " production of quality controlled format compliant” datasets.

P (carry out) "quality control” of datasets ...define standards for output and archival ... to
support and inform impact assessment and adaptation groups ...
The CMIP community has mainly concentrated on the output, where we
see (for CMIP5):

P Output requirements: " In order for the output to be easily accessible and useful to
researchers and before it can be accepted into the CMIP5 archive, the output must be
written conforming with the requirements specified in two documents”: the CMIP5 Data
Reference Syntax (DRS) and Controlled Vocabulary, and the CMIP5 Model Output Format
and Metadata Requirement. (http://cmip-pcmdi.llnl.gov/cmip5/output_req.html)

... but WGCM did attempt to mandate model metadata (of which more
later), and some of the archive community at least attempted to address
quality control wrt format compliance, and CMIP6 will attempt to look
at model quality directly.

National Centre for

Atmospheric Science Trends in Computing for Climate Research
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Hardware

Moore's Law

10,000,000

» Clock speeds not getting any faster
(and haven’t been for quite a
while).

Dual-Core Itanium 2

Intel CPU Trends

(sources: Intel, Wikipedia, K. Olukotun)

1,000,000

» Transistor density still going up -
mf_{ hence advent of GPUs and
10000 z— accelerators.

" » Memory density and bandwidth not
. keeping up — means it's hard to
exploit GPU and accelerators (and

going to get harder — fundamental
power limits).

,/_/E W.—'— » We're kind of used to the problems

100,000

Lt u this means for our simulation codes
o” | i . . .
. o oy - massive parallelisation, from MPI
. s— to OpenMP to OpenACC ...
1970 1975 1980 1985 1990 1995 2000 2005 2010 » . prob|ems moving data tO exploit

(Herb Sutter, 2004, updated in 2009.) the parallelisation etc.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Parallelisation

Making progress with parallelisation (1)

Much going on with improving simulation codes

both with coarse parallelisation, for example:
Aquaplanet :
Dynamico : 32x32x10x39IvI Vs LMDZ 96x95x39

= dynDINAMICO

8- d4ynLMDZ

Simulated year by day

16 2 6 s 256 s 104 08 409
Nbcore

T.Dubos, S.Dubesh, Yann Meurdesoif(LSCE-IPSL)
Results presented at IS-ENES2 workshop, March 2014

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Parallelisation

Making progress with parallelisation (1)

Much going on with improving simulation codes

both with coarse parallelisation, for example: and porting to GPUs, for example:
Aquaplanet : .
. CrayXC30  Cray XC30 hybrid (GPU)
Dynamico : 32x32x10x39IvI Vs LMDZ 96x95x39 (Nov. 2012) (Nov. 2013)
4x
56
- Speedup -
H 3x
fa
1.67x | 3.36x
i y—
H 8- dynLhDZ
§
16 2x
. New Code 1.49x 2.5x
—
‘ : e, 1 1.36x
16 n 64 128 256 512 1024 2088 409 1X
e This work also showed the energy to solution falling by an overall
T.Dubos, S.Dubesh, Yann Meurdesoif(LSCE-IPSL) factor of nearly 7 (with a factor of 4 from the GPUs!)

Results presented at IS-ENES2 workshop, March 2014
T. Schultess (ETH-Zurich) showing results of 3H Meteo Swiss
forecast using the COSMO-2 rewrite, presented at IS-ENES2
workshop, March 2014.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Parallelisation

Making progress with parallelisation (2)

Rather less going on with analysis parallelisation

At least much of it is embarrassingly parallel,
and we can get results from throwing hardware
at the problem, for example:

QA4ECV: "Re-processed MODIS Prior in 3
days (on JASMIN-Lotus). 81 times faster than
on 8-core blade”.

Boersma and Muller (2014)

Presentation at http://goo.gl/osEQ6M

From half a year to 3 days!

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Parallelisation

Making progress with parallelisation (2)

Rather less going on with analysis parallelisation

At least much of it is embarrassingly parallel, But we need to work on the software tools
and we can get results from throwing hardware (going beyond exploiting queuing or bespoke
at the problem, for example: MPI).

Here for example are some Python choices :
» Standard: Multiprocessing, PyMPI etc
» The way of the future: ipython-notebook
»  Generic Workflow and Map Reduce: Jug

» Extending Numpy:

» Using more cores: Numexpr
» Using more processors: DistArray
(Enthought), Blaze (Continuum

Analytics)
QA4ECV: "Re-processed MODIS Prior in 3 P Atmospheric Science aware:
days (on JASMIN-Lotus). 81 times faster than > PyReshaper, PyAverager
on 8-core blade”. (Mickelson, NCAR)
Boersma and Muller (2014) > cf-python (Hassel, NCAS)
Presentation at http://goo. g1/0sEQ6M (Exploiting LAMA, extending to
From half a year to 3 days! MPI under the hood soon.)
(Original list courtesy of Matt Jones, UoR)
— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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CONP‘““Y

(Many versions of this slide exist, this one
from J. Kinter's presentation to the world
modelling summit 200

Computing
Resources

Resolution

NATURAL ENVIRONMENT RESEARCH COUNCIL

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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000

JWCRP Climate Modelling

Earth System Modelling High Resolution Climate Modelling
Pl C. Jones (NCAS at the Met Office) Joint Pls: P-L. Vidale (NCAS), M. Roberts (Met Office)

UPSCALE
Essentially the same

physics/dynamics
parameters used N320 N512
throughout model .| 40km 25km

hierarchy N216 N768 Project to
60km Running / 17km impact of
([ s Sy e R )
——. 90km GloSead * | 12km | convection
( . UKESM1 ORCA02 ; Planned N2048
130km CMIP6) 0.25° | for 2015 ]] 6km
ORCA12 S~
ORCA1 0.08° , | e
r | Ocean/Sea-ice ‘ 7o
CMIP5 N 7 .i]?ointWer?tFt:er and Climate
resolution | AtmospherelLand | juiiiie i

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Using more compute

Resolution and Datal

Consequences:

» 1 MB output per 2D field with
10 ensemble members and 100

Resolution and Data Size output variables and 100 levels

14,000,000 120 for 100 * 12 = 1000 time steps
= 10° MB = 100 TB!
12,000,000 100
10,000,000 » If the UK runs the same number
80 g of years for CMIP6 as CMIP5,
g 8000000 © B looks like about o(10) times
S 6,000,000 @ :;a‘;ms more data for CMIP6, but could
= = o
& 1000000 o @ Pe mL{ch”worse — more
% 2 physics” experiments, means
2,000,000 I more high resolution
0 — | —_— . —_ . 0 experiments, and likely to use
N96  N216 N1024 Orcal Orcad08 ESM-CMIPG bigger ensembles.
N48  N144 N512 N2048 Orca025 ESM-CMIPS

» My own experience? Running
high resolution gravity wave
experiments, 2 years of
N512L180 writing data hourly
=~ 100 TB. Now!

Model Family and Resolution

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Using more compute

Kryder's Law - Two decades of storage costs at BADC

Storage Costs (Usable)

1,000,000
100,000
10,000

1,000

4+t
g8 o0

MK x
10

Bryan Lawrence, NCAS & STFC
23/07/92 1'3101139 CB’O?/CG 26‘12/08 I&CE/ 1q
Solid objects: colours are different generations of disk. Crosses: different generations of tape.

Kryder's Law definitely slowing down!
Every new generation of disk storage slightly shallower downward gradient.

Plenty of mileage still in tape though!

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Institutional - NCAR

Storage, and
power for
storage, will
dominate
NCAR'’s
compute
budget within
a few years!
(Rich Loft,
2014).

©

National Centre for
Atmospheric Science

NATURAL ENVIRONMENT RESEARCH COUNCIL

10,000,000

1,000,000
(Exa)

100,000

10,000

1,000

(Peta)

100

— Terabytes

2000

Projected TB

2005

B Teraflops

Projected TF

2010

2015

2020

Data growth
slower than
compute growth,
Will that
continue?

2025

Exabytes a
few years
before
Exaflops

2030

NCAR Compute and Data (courtesy Gary Strand)

Trends in Computing for Climate Research
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Using more compute

Institutional - STFC and CEDA

Growth of Selected Datasets at STFC

(Credit: Folkes, Churchill)

1.0E+08
— JASMIN
1.0E+07 — ADS
= DMF
@
2 10E+0 s Castor
% /l — FaC
o Total Tay
1.0E+05 pe
PB
1.0E+04
300093 24/07/98 14/01/04 06/07/09 27/12/14 18/06/20

Date

JASMIN storage is all on spinning disk, all other curves are tape!

Predictions for JASMIN in 20207 30 — 85 PB of unique datal!
But we think we will only get 30 PB disk in the physical space available?!

(lNot including CMIP6, which might be anything from 30 PB up. 2Unless we can throw out the CERC Tierl centre with whom we sharel)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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The problem with scale

It's too easy to say “petabyte” !

CEDA Archive Snapshot,
Complexity and Volume!

160 Allocations (GB) 180 Usage (GB)
140 Suppressed bin (0,2364) = 1710 B ;gg Suppressed bin (0,700) = 1443 | » 30 PB of a”ocated
120 archive, 2.3 PB used in
100 , 2,176 “filesets”
80 . totalling 152M files (of
60 1 which our subset of
gg 1 CMIP5 is 1.2 PB in
0 0 e . ) ] 1,174 filesets totalling
00 02 04 06 08 10 12 00 05 10 15 20 25 3.0 35 3.2M files).
le5 led .
- ) ) P 1 copy on disk, at least
20 i .F”e.s in Idatalset‘ ‘ 20 1e4‘Datas‘et 5|zelv no. Pf ﬁles‘ one on tape near line,
Suppressed bin (0,159936) = 1907 350 | and one offsite!
@ 30 ° 1 L
9 ool 1 P Long tail in both
51 gee .
8 20| Se 1 dataset size and
@ )
= 15t . 1 number of files.
@ 101 R e rl 1
< osl oo 4w . 1 » Volume and number of
“ ool & 0 . files not correlated,
05— 01 0% o8 although the high
files in dataset 1e7 volume datasets tend
not to have the most
files.

Qnanchat data N1/19/9014 viz Sam Pepler.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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The problem with scale

And too easy to say “thousands” and “millions” !

Humans struggle to do things with thousands But even automation takes time! When we get
of tasks! to millions, even computers take time ...
Consider the simple task of counting files in

» A person working full time for a year has " "
our “group workspaces”?

about 1500 hours per year to ‘“get things
done” (or 90,000 minutes). 1e4 Number v Times

» Maximum of 1,500 things can be done 7 ' 81 Group Works'paces
per year if they take any intellectual 6f . 1
interaction at all (and probably a lot 5l |
Iess). Even if the interaction is relatively c
mechanical, we're still talking 0(10,000) % ar 1
things a year (and a job no-one | know “ 3t B
would want to do). E ol . |

» If you have thousands (maybe only . 1l “e |
hundreds) of things which differ in any N . ®
significant way, you have to automate Or {' ) 1
hanc“ing theml _1 . 57 clounts look‘ less than l20 mlnutesI

-1 0 1 2 3 4 5
(In the UK 220 working days a year is about standard. Let's Number of files 1le7
remove about 20 days for courses, staff meetings etc ... so that
leaves about 200 days or, for a working day of 7.5 hours, a ...s0 jUSt asking the question “how many files
working year of about 1500 hours.) are there in our group workspaces?” required

parallelisation. Deduplication? Asking what is
“in” them requires metadata (to avoid
humans) and parallelisation (to get it done).
= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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The situation on the ground

The Long Tail Reality

—
The

Long Tail
CMIPS
< Archive -

(CMOR)

Why the Future of Business
Is Selling Less of Maore

Petascale

Earth Observation
-« (Standardised) CHRIS ANDERSON

(Climate Data)
Fortran, IDL, Matlab,

. Python
Typical Departmental &

Callection . (yuck) Excel, Access
One instrument archive \

\
/ - \
Personal science: Y

Ever more complex, and =
ever more of it!

\ 4 Laptop Scale

Slide concept: Carcle Goble via Liz Lyons

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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The situation on the ground

The Long Tail Reality

(More) ‘
Homogeneous The
. Metadata LOHg Tail
g W< S s, Quality E==m
b (CMOR) DT
& = Why the Future of Business

Is Selling Less of More

Earth Observation
< (Standardised) Heterogeneous

(Climate Data)

CHRIS ANDERSON

Fortran, IDL, Matlab,

. Python
Typical Departmental &

Callection . (yuck) Excel, Access | =
One instrument archive \

\ 3
Personal science: \‘
Ever more complex, and L=
ever more of it!
! 4 Laptop Scale

Slide concept: Carcle Goble via Liz Lyons

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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00000 0000000000 000000000000 @O000O00000000000O0 00000000 00000000000 0000

Homage to Greg Leptoukh

| know what | know

Different perspectives

I need good new data ... and quickly. A new data product
could be very good, but if it is not being conveniently
served and described, it is not good for me...

So I am going to use whatever I have and know already.

10/21/2011 Leptoukh QA4EQ'11

National Centre for
Atmospheric Science Trends in Computing for Climate Research
Bryan Lawrence - Leptoukh Lecture, AGU 2014
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éo;1ver1ientl; bés;ribed O’réanisI;g Prinrcw'plresr
Information and Workflow

Discovel
via ]

~ = —>|2+ D-Discovery
) + O-Ontology

Documentation

I + B-Browse
=)+ C-Character
— + E-Extra

using

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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Background Trends  Information mpute

o _[Discovery s Dataset METADATA
-== >Tl + D-Discovery
) + O-Ontology

DEFINITIONS RELATIONSHIPS

A: Archive, Usage metadata | [xmL XML
generated from (or about the s: Security

- data). Normally generated from
Documentation | internal metadata

|~ + C-Character B: Browse, Context, Generic,

) + E-Extra semantic. including a summary
of Atype, links to or embeds

discipline specific (E-type)

X

b

using

X

ML

0

€: Character and Citation. Post-
fact annotations and citations
both internal and external
(trackback, comments)

%

ML

/ Data
anipulatg— —>]

g

X

D: Discovery. Metadata suitable ML
for harvesting into catalogues
and federations. Dublin-Core,
NASA DIF, 1S019115/19139

Using

u]

7
Sy < use Y Q: Defined &
Tools E:Extra. Discipline specific XML —_ supported textural,
metadata, may or may not be g semantic, and
understood at all sites. e.g E spatio-temporal
SensorML, Numsim queries.

nnotates,
Cites

________________ \

Lawrence, Lowry, Miller, Snaith and Woolf: Information in environmental data grids,
Phil. Trans. R. Soc. A (2009) doi:10.1098/rsta.2008.0237

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Information Qual mpute
olele] Jo]

Conveniently Described: Organising Principles

My A,B,C,D ...

Some examples:

> A for Archive: CF NetCDF metadata. Provides the information
necessary to manipulate data. NCAS is directly supporting CF,
Jonathan Gregory, David Hassel and Alison Pamment ...

> B for Browse: NCAS has developed "MOLES": Metadata Objects
for Linking Environmental Sciences.

» C for Character (or Citation or Commentary): We are working on
improving what can be done here - the CHARMe project.

» D for Discovery. We continue to provide ISO discovery records into
national and international catalogues, but ... Google?

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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A'is for Archive

A is for Archive: CF-NetCDF

The perils of scale!
3000 — T T T T T T

Peaking at 1000 standard

CF Standard Names (and aliases) 2
names in about a year?

2500 | , .
That's about as good as it

gets ... 1500 hours a year?
1.5 hours per standard name?
Only happened because a lot
of people engaged and we did
them in big bunches
(atmospheric chemistry,
ocean biogeochemistry, and
ice sheet dynamics!)

2000 -

1500

CMIP5!!

Current effort is on air

1 quality and better support for
satellite based remote
sensing.

1000

500 Namecheck:Alison Pamment

and Jonathan Gregory!

2007 2008 2009 2010 2011 2012 2013

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A'is for Archive

CF Data Model

0..1

CF 1.5 Data Model
815" CellMethod

Field +operator
+domain_axis_name
+cell _method

+standard name
+units

+shape

+data

+attributes ++
+cell methods
+domain_axes
+dimension _coords
+auxiliary coords
+cell measures

[domain_axis
domain_axes:

\J/eul

DimCoord

+transforms
AuxCoord {1 dimensional}
{monotonic}
+standard_name
CellMeasure +units +standard_name
: +units
+standard_name +points points
+units +bounds +bounds
+data +attributes Tottributes
+attributes 0.1 T
«
Transform
+formula
+Coordinates

Still a work in progress
http://cf-trac.1llnl.gov/trac/wiki/DataModell.5Draft
(David Hassell, Jonathan Gregory, Bryan Lawrence, NCAS; Mark Hedley, UKMO)

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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Information
(o]e] Je]e]

A'is for Archive

Exploiting a data model

>>> £ = cf.read('file.nc’)[0]

e ()

<class 'cf.field.Field'>

>>> £

<CF Field: air_temperature(latitude(4), longitude(5)) K>
>>> print £

air_temperature field summary

air_temperature (latitude(4), longitude(5)) K
: time: mean

0 BT O (D ooy QU Gt

+ longitude(5 degrees_east

+ time(1) = [2000- itie nu»unmn] 360_day calendar
+ height(1) = [2.0] m

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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[o]e] Telelt

A'is for Archive

Exploiting a data model

>>> £ = cf.read('file.nc’)[0]

e ()
<class 'cf.field.Field'>
>>> £
<CF Field: air_temperature(latitude(4), longitude(5)) K>
>>> print
air_temperature field summary

& =oecfplot homepage

Dimensions

clplotis a set of Python routines for making the common contour and vector plots that
climate researchers use. The data to make a contour plot can be passed to cfplot using
cf-python as per the following example.

25 20 235 240 25 250 25 20 265 210 275 280 285 200 205 300
Surtace Air TemperaturelK)

import ef, cfplot as cfp
f=cf.read('/opt/graphics/cfplot_data/tas Al.nc')[0]
cfp.con(£.subspace (time=15))

Compute

Summar

National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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A'is for Archive

Exploiting a data model

CF GUI 0.0.1 o x
File Help
>>> £ = cf.read('file.nc')[0) —_—
>>> type(f) ) Select | inspect | Gallery |
<class 'cf.field.Fisld'>
>>> i .
%o Fields sic_semporature(iasitudacd), 1| [0 IO — Configure and Generate Plots | N3yid Hassell
>>> print £ iod Elekiiaps X |y |z | T [ prot (conigurea | | [ e |
air_temperature field summary 0 SURFACE SENSIBLEHEATFLUXONTILES 288 217 2 30 e ——— A d H
— e e oV iES 28 27 1 30 || w13 e [x¥ 3| profection [ 3] nay rmeaps ...
Cell methods 2 suface temperature 86 27 1 3 T —
sttmecfplot homepay ©  (Oiiiene G B0 1 k| enen (mes] e
) 4 stotiom smowrell rote w07 1 0| (omal 3] [ Advanceacoma |
cplotis a set of Python rout || s SURFACE LATENT HEAT FLUXON TILES 288 217 2 30 e
climate researchers use. The & air_potential temperature 288 216 1 /home/bnl/Data/xhumba.pjh0apr.nc
cf-python as per the following . 7 ‘geopotential_height 288 216 1 long_name:t:4534.0 long_name:Pressure:500.0
5 LSMSPECFICHUMIDTYOVERTIES 288 217 1
S LSMSPECFICHUMIDITYOVERTIES 288 217 1
10 SPECIICHUMIDITY AT L5M 86 217 1
11 SURFACE TEMPON TILES K 88 27 2
12 stratiform rainfal rate 86 217 1
13 SPECIICHUMIDITY AT 15M 8 27 1
14 TOTALPRECPITATIONRATE KG/M2/S 288 217 1
15 eastward wind 88 26 1
16 nothward wind 86 216 1
17 suace munoff flux 88 217 1
18 subsurface runoff fux w6 217 1
Field Metadata-
_FillValue: 22420
e long_name:SURFACE SENSIBLE HEAT FLUX ON TILES
title: SURFACE SENSIBLE HEAT FLLIX ON TILES
long_name: SURFACE SENSIBLE HEAT FLUX ON TILES
L b ' valid_min: -279.409
‘source: Unified Model Output (Vn 6.1):
——— || missin 26420
B A e e T e — | 520 D10 4980 5010 510D 3160 5320 5280 3340 5400 5460 5530 S50 o0 5700 570 5020 380

import ef, cfplot as cfp
f=cf.read('/opt/graphics/cEplot_data/tas Al.nc')[0]
cfp.con(£.subspace (time=15))

cf-python, cf-plot, and cf-gui — all built on the cf data model!

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A'is for Archive

A is for Archive: but it's not only what's IN the files

DRS: Directory Reference Syntax, Taylor et al (2012)

http://cmip-pcmdi.1llnl.gov/cmip5/docs/cmip5_data_reference_syntax.pdf

Why? Recall CMIP5 = 4.5 million files!
Use Cases
1. Provides search facets and pointers to
collections of files.
2. Support identifying what should be
replicated.
3. Consistent logical layout.
4. Download scripts can be modified
according to logical patterns which are
predictable.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A'is for Archive

A is for Archive: but it's not only what's IN the files

DRS: Directory Reference Syntax, Taylor et al (2012)
http://cmip-pcmdi.1llnl.gov/cmip5/docs/cmip5_data_reference_syntax.pdf

Atomic dataset definition: a subset of the

Why? Recall CMIP5 = 4.5 million files!
ye heca mittion fies output saved from a single model run which is

Use Cases uniquely characterized by a single set of facets.
1. Provides search facets and pointers to Publication-level dataset definition: The
collections of files. collection of atomic datasets which share a

single combination of all DRS component

2. Support identifying what should be . k h
values . ..an intersection of several atomic

replicated.

. i datasets.
3. Consistent logical layout. Filename convention: to support key DRS
4. Download scripts can be modified concepts in the file as well, to aid downloading
according to logical patterns which are and data management.
predictable. Controlled vocabularies (for the DRS terms).

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A'is for Archive

mpute ummar

A is for Archive: but it's not only what's IN the files

DRS: Directory Reference Syntax, Taylor et al (2012)

http://cmip-pcmdi.1llnl.gov/cmip5/docs/cmip5_data_reference_syntax.pdf

Why? Recall CMIP5 = 4.5 million files!
Use Cases

©

1. Provides search facets and pointers to
collections of files.

2. Support identifying what should be
replicated.

3. Consistent logical layout.

4. Download scripts can be modified

according to logical patterns which are
predictable.

Atomic dataset definition: a subset of the
output saved from a single model run which is
uniquely characterized by a single set of facets.
Publication-level dataset definition: The
collection of atomic datasets which share a
single combination of all DRS component
values . ..an intersection of several atomic
datasets.

Filename convention: to support key DRS
concepts in the file as well, to aid downloading
and data management.

Controlled vocabularies (for the DRS terms).

CMIPS5: activity, product, institute, model, experiment, data sampling frequency,
modeling realm, variable name, MIP table, ensemble member, version number, subset,

extended

National Centre for

Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014
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Qualit Compute

Most of the ESGF depends on A metadata!

Arguably most the success of ESGF is the metadata, the esg-publisher,
plus a few simple interfaces:

Data can be created ab-initio [,
CMOR compliant, or made
50 as part of publication

T Data
”””” 7 Data Management Software Information Artifacts
Create Model Make data
Output. \CMOR compliant, > Ton P s
e
DRSlib CF Standard
Names
>
.\ > .
Modelling -
Re-Version
Group, existing data ESG-Publisher TS
,,,,,,,,,,,,,, ES
Change Output
in ESGF Data Node
<cartiface>> [ Normally laid out
Data Files " |using DRS
<<artiface>> [
Thredds Catalogs

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Summary

Most of the ESGF depends on A metadata!

Data can be created ab-initio [,

plus a few simple interfaces:
CMOR compliant, or made

50 as part of publication

Arguably most the success of ESGF is the metadata, the esg-publisher,

Data

Create Model
Output

Make data
\CMOR. compliant,

Data Management Software Information Artifacts
,,,,,,,,,,,,,, >

CMOR MIP Tables
-
DRSlib Py CF Standard
Names

= S
ESG-Publisher @_‘

‘Add Output to
Modelling L
Group

Change Qutput
in ESGF Data Node
Of course it did take more than
<cartiface>> [ Normally laid out
am o) B N | ohs
<<artiface>> [
Thredds Catalogs

It couldn’t have happened
without people pulling together,
<<artiface>> [ | <<artifac>> [

SOLr Index Publisher DB

or being pulled together, by Dean
Williams. Kudos!

National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNCIL

Trends in Computing for Climate Research
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O@0000000 O

s for Browse

Metadata Objects for Linking Environmental Sciences

How do we find the “right” dataset?
Navigate to the vicinity (teleport) and browse (orienteer)?
Typically though, the latter seems always to get to “You are in a maze of
twisty little passages, all alike”.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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O@0000000 O

s for Browse

Metadata Objects for Linking Environmental Sciences

How do we find the “right” dataset?
Navigate to the vicinity (teleport) and browse (orienteer)?
Typically though, the latter seems always to get to “You are in a maze of
twisty little passages, all alike”.

MOLES: Metadata Objects for Linking Environmental Sciences

» Provides a logical structure for a catalogue describing key aspects of
datasets, and making navigable links between datasets which share

those aspects.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
Bryan Lawrence - Leptoukh Lecture, AGU 2014
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0Oe000000
B is for Browse
Observation Concepts
———— Observation ——2 = Property [Should bea CF]
<-procedure Standard Name!

Air Temperature |

air_tenperature, deg. C

Project

o : ‘ (Making
ol oo oo ooke il wfimie  oiswe | ObSErvations at
Instrument Chilbolton)

is associated with the Sampling Feature
acquisition (process) l (Point)

Domain Feature

Chilbolton
location)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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round Trer Information

ummar

MOLES: Observations and Measurements under the hood

class Overview: Observation /

Name:  Ovendew; Obsewation
Paskage: Obsenation Core
Varsion: 2

Author.  Simon Cox

GF_Feature

+feature Ofinterast

=— | GFI_DomainFeature

+ parameter [0..7] o
+ phenomenonTime

*pteparyalusPravicr —
+ resultQuality [0..7] - -
+ resultTime o
+ alidTime [0..1]

SF_SamplingFeature

Intentidh
1
sampledF ature

OM Process

+gansigfadObsaration
0.

0OM_Obsenation

+relatedDbsemation

+obsghdPropaty
GFI_PropertyType

Obser

= National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNCIL

1SO19156

An observation is an
action whose result is
an estimate of the
value of some
property of the
feature-of-interest,
obtained using a
specified procedure.

(In practice, an
“observation” could
be a measurement or
a simulation!)

Trends in Computing for Climate Research

Bryan Lawrence - Leptoukh Lecture, AGU 2014



lotivation round Trer Information ummar

B is for Browse

Moles Acquisition, an O&M Process!

The point of all this “domain

procedure modelling” is to decide what things
are important to describe, and
understand their relationships. Then

) we know:
isA

1. These are the |rnportant things

to know (have in our
isA isA isA, metadata),

[ MO,Acquisition] [ MO,CompositeProcess] [MO,Processing ] 2

That we can build tools which
usedOperation usedPlatform  usedInstrument manipulate the information
(including the links).

[ M0_Operation] [ MO_PIatform] [ Mo_lnstrument]

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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B is for Browse

MOLES in practice

Consider Chilbolton Observatory:

Home to many instruments, and the
base for many observation
campaigns.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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B is for Browse

MOLES in practice

i i MOLES has five primary entities: Dataset
Consider Chilbolton Observatory: Collections, Datasets, Projects, Instruments, and
7 Platforms. We can search against any or all.
Today (3/12/14):

P There are 10 projects which are related to
Chilbolton, including “ARSF flights in the
Chilbolton area”, “Cirrus and Anvils:
European Satellite and Airborne
Radiation”, “Convective Storm Initiation
Project” ...

P There are 28 related instruments, including
a "“GBS satellite receiver”. If | navigate
from the Chilbolton project page to the
GBS instrument page, | discover three
related acquisitions, two in and around
Chilbolton, and one in Dundee ...

P> There are 189 datasets . ..at which point

. our MOLES interface isn't as functional as
Home to many instruments, and the we would like

base for many observation ...we're back in a maze of twisty passages.

campaigns. There is more to do. But we now have the
information infrastructure!

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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s for Browse

MOLES

» Version 2 was deployed operationally at CEDA for about five years,
and replaced with version 3 in October 2014 after a multi-year
multi-person project to develop and then upgrade the catalogue
(which involved migrating over 5000 records, many of which needed
new content — the tyranny of scale again!).

» Now in version 3, with over a decade of development. Version 3 is a
specialisation of 1ISO19156 Observations and Measurements.

» We already know lots of things wrong with MOLES3, not least the
user interface!

> We have already started thinking about MOLES4, which will be
some years away, but that's what “curation” means!

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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B is for Browse

esdoc - documenting earth system models

CMIPS5 (23/05/13):
*101 experiments

. oo ——— T}
*61 model variants seccomns
*590,000 datasets! o
*4.5 million files cwcon

*2 PB in global archive
*Unknown PB locally!

T TTTTEmmmamang
UL E M.
il

P EnaAsimes

Why?  What? How?

Experiment Simalation | m
L. Couplng
Gurpar: s

b
i
i
2

— [ Tools to
Requirement Conformance.
:l “understand”
datasets!

I e i

(Major global initiative - with the nuclei in NOAA, NCAS and IPSL!)

— National Centre for
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B is for Browse

esdoc - the information cycle

MIPs define experiments, which are then
used by modelling centres, who configure
models to exploit (particular) inputs to run

conforming simulations (on platforms)

/design" \“Emwdedm which produce data for archival.

Modelling Centres

whoConfigure

supports

conformedTo

runBy
InputData
produced ModelCode

uploadedTo .
ranon  used YS9 toproduce
DutputD
F'Iatfurm

Configured Model

National Centre for
Atmospheric Science Trends in Computing for Climate Research
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m lit 'mmun

B is for Browse

esdoc - the information cycle

MIPs define experiments, which are then
used by modelling centres, who configure
models to exploit (particular) inputs to run

conforming simulations (on platforms)

\\'}.‘mvidedm which produce data for archival.

Modelling Centres

whoConfigure

design)
-

It's fair to say that, despite much effort, we
didn’t do a great job of providing methods
for collecting the information for CMIP5,
but it turned out to be a hard problem!

conformedTo

Simulation

produced

supports

Data
Archive
ModelCode

HpoadedTo TE data request. Meanwhile,you can
ranon  used toProduce
OutputD > Search CMIP5 documentation at
Platfurm

runBy

We're working hard on doing better for
CMIPG, starting by trying to do a better job
of formally defining the experiments and the

Configured Model http://search.es-doc.org,

and

»  Compare models at
http://compare.es-doc.org/

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Principles

A digression on quality (of data and metadata)

The internet says quality is

» An essential and distinguishing
attribute; A degree or grade of
excellence or worth

» The degree to which a
man-made object or system is
free from bugs and flaws . ..

» A perceptual, conditional and
somewhat subjective attribute
and may be understood
differently by different people.

» The suitability of procedures,
processes and systems in
relation to the strategic
objectives.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Principles

A digression on quality (of data and metadata)

The internet says quahty is Phi|osophica||y: Distinction between
> An essential and distinguishing primary and secondary qualities (John

attribute; A degree or grade of LOCke):

excellence or worth » Primary qualities are intrinsic to an object

» The degree to which a — a thing or a person — whereas
man-made object or system is » Secondary qualities are dependent on the
free from bugs and flaws . .. interpretation and context. Extrinisic!

» A perceptual, conditional and

somewhat subjective attribute Scientifically (I would assert):

and may be understood > We often confuse quality with accuracy or
differently by different people. our knowledge of uncertainty.

» The suitability of procedures, » Data Producers worry about intrinsic
processes and systems in quality.
relation to the strategic » Data Consumers worry about extrinsic
objectives. quality.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Principles

Greg Leptoukh again:

“* Data provider vs. User perspective

e Algorithm developers and Data providers: solid
science + validation

e Users: fitness for purpose

- Measuring Climate Change:

¢ Model validation: gridded contiguous data with uncertainties

o Long-term time series: bias assessment is the must, especially
sensor degradation, orbit and spatial sampling change

- Studying phenomena using multi-sensor data:
* Cross-sensor bias is needed
- Realizing Societal Benefits through Applications:

¢ Near-Real Time for transport/event monitoring - in some cases,
coverage and timeliness might be more important that accuracy

- Educational (generally not well-versed in the intricacies of
quality) - only the best products

10/21/2011 Leptoukh QA4EQ'11

National Centre for
Atmospheric Science Trends in Computing for Climate Research
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C is for Commentary or Citation, or Character

Commentary Metadata

What is “C" Metadata?

» Post-fact annotations, e.g. citations, ad-hoc comments and notes;

> Results of assessments, e.g. validation campaigns, intercomparisons
with models or other observations, reanalysis;

» Provenance, e.g. dependencies on other datasets, processing
algorithms and chain, data source;

» Information about external events that may affect the data, e.g.
volcanic eruptions, EI-Nino index, satellite or instrument failure,
operational changes to the orbit calculations.

Differs from “B-Browse” in that it originates from users or external
entities, not original data providers, although it may migrate to become
“B" with time.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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is for Commentary — or Citation, or

CHARMe

** %
* *
* *
* *
* 4k B ||| —
'SEVENTH FRAMEWORK
PROGRAMME

CHARMe:
Sharing climate knowledge through
commentary metadata and Linked Data
(Jan 2013 — Dec 2014)

Umversltyof &
Science & Technolo;
Readmg Facilities Council &Y

W Royal Netherlands Meteorological Institute ‘ GI

PRAY instryofnfastrucureand the Envircnment
=
& AAAAAAAAAAAA

© ASTRIUM
National Centre for D : fational Centre for
(Of E CECMWF @ EFss

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
Bryan Lawrence - Leptoukh Lecture, AGU 2014
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C is for Commentary —- or Citation, or Character

CHARMe enables a range of annotations - Simple

CHARMe slide content via Jon Blower

Parent Directory
Provider 1D Created Tipe Title Sublype CHARMe
Annotations
badcnercacuk 20061103 Data Entity North Atantic Marine Measurement &
Boundary Layer EXperiment
(NAMBLEX) Data
badcnercacuk 000822 Data ntity Clmatoloay Intexdiciplinary Andyss (13
‘Data Collection ((IDQ)
badcnercacuk 20000901 Data Entity Data from the Limb Infrared Measurement <
{UIMS) Instrument
badcnercacuk 20061103 Data Entity ‘Sea Surface Temperatures Measurement @
from the Track
Scanning Radiometer (ATSR-1)
~1991-1995
badcnercacuk amorzr Datanty COBRAmpact o COmbined Measurement 485
i comi
n ic
Project Data
badcnercacuk 20070313 Data Entity Upper Troposphere-Lower Measurement @
here (UTLS),

Data provider hosts a “plugin” that allows annotations.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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C is for Commentary —- or Citation, or Character

CHARMe enables a range of annotations - Simple

CHARMe slide content via Jon Blower

Parent Directory
Provider 1D Created Tipe Title Sublype CHARMe
Annofafi
CHARMe Annotations 1
badcnercacuk 20061103 | viewbadc nerc.ac.uk_ATOM__dataent_12330719779627095
badcnercacuk 20000822 Text annotations ~
. | /1112013 16:16, H
badcnercacuk 20000901 Ground truthing in the Arctic is cold! 22/11/2013 16:16pm | Andrew Henry
« Itis cold in the arctic when doing Qmoul}! truthing
22/1172013 16:16pm | Andrew Henry
badcnercacuk 20061103

Publications

* Unable to retrieve metadata hitp://www.aslo.org/lo/tocivol_45/issue_.
badcnercack 090127 « Bottenheim, J. W, Gallant, A. G., & Brice, K. 22/!"/2013 16-16pm | Maurizio Nagri
A (1986). Measurements of NO Y species and O 3 at 82° N latitude

Geophysical Research Letters, 13(2), 113-116. Wiley Blackwell (John Wiley
& Sons). doi:10.1029/GL013i002p00113

New Annotation Done

badcnercacuk 20070313

Annotations are posted to a " central annotation server” where they are viewable
by anyone.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
NATURAL ENVIRONMENT RESEARCH COUNCIL Bryan Lawrence - Leptoukh Lecture, AGU 2014




Quality
000e00

C is for Commentary —- or Citation, or Character

CHARMe enables a range of annotations - Events

Lower stratospheric temperature (K) Global

2s. Event information:

1991-06-15
Volcanic eruption Pinatubo,
Philippines.
Is an active stratovolcano. The
1991 eruption was the second
largest terrestrial eruption of
the 20th century. It ejected
10,000,000,000 tonnes of
magma and 20,000,000 tonnes
of 502 to the surface
environment. It injected large
e amounts of particulate into the
stratosphere. Over the
following months, the aerosols
formed a global layer of
sulfuric acid haze. Global
temperatures dropped by about
® ® ® @m 05 °C (0.9 °F), and ozone
depletion temporarily increased
substantially.
More information

Events

1980 1985 1990 1995 2000 2005 2010

?“} 1980 [1990 -~ [2000 [2010 {.

Tool to match data with “significant events”, e.g. algorithm changes, instrument failures, new
data sources ...
Will allow user annotations on the data to record events discovered before, during, and after data
collection and/or production.

National Centre for

Atmospheric Science Trends in Computing for Climate Research
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C is for Commentary —- or Citation, or Character

CHARMe enables a range of annotations - Maps

"CHARMa's Fine-Gramed Commantary Tool - View

A X

Datove Daeet S—— "
Dotoer Vot Vo e dtetr Beim]E () | L L =
S Rere e Ve z
o Vortet Unie Kb [ o o ] o T
0 Vo2 CITATIONS
Otoser2 ‘citation! by userXYZ
Datasetd citation2 by userAAA
\S ::"I‘z citation3 by userXYZ.
O Verted USER FEEDBACK
O Vortes
|"Something's gong on here * 5 rephes Reply
1 Orephes Regy

studying SST fronts ke this, see my blog 109 replies  Reply
here: myownblog com/sst”

mc.m somebody explain this™ 4 reples Reply
"Got some insitu measurements o compare with 7 repiies Reply

these dota here: wwwinsitu com/here”

Tool will allow creation and discovery of commentary about specific parts of datasets, e.g.
variables, geographic locations, time ranges.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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C is for Commentary or Citation, or Character

The problem with extrinsic quality

f4pppsms—~

@ = Foon DrooCooer2i8? Dmoamzm

PLAYS A LOUD ALERT SOUND
WHEN THERE 15 A TORNADO
WARNING FOR YOUR AREA.
RATG AR AR

USER REVEWS:
sekkkk Gooo VI
VANY ALERT CHOICES.

E*ﬁtﬁ RUNNING
GREAT, NO CRASHES
uhtﬁ:uﬂiwm
CAN SEY MUTPLE [0cATIONS
A% APP DID NOT
i

THE PROBLEM WITH
AVERPGING STAR RATINGS

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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s for Commentary

Quality

D0O00000e

The problem with extrinsic quality

—~4mwu5——n

@ = Foon DrooCooer2i8? Dmnamzm

PLAYS A LOUD ALERT SOUND
WHEN THERE 15 A TORNADO
WARNING FOR YOUR AREA.
RATG AR AR

USER REVEWS:
sekkkk Gooo VI
VANY ALERT CHOICES.

Eﬁtﬁ RUNNING

GREAT, NO CRASHES

uhtﬁxu&wm
CAN SEY MOTPLE [0oATIONS

A APP DID NOT
*&u 1E. ABOUT ToRNADD,

THE PROBLEM WITH
AVERPGING STAR RATINGS

UNDERSTANDNG ONUNE STAR RATINGS:

A KA [HAS ONLY ONE REVEW]
Frdrdrdrde EXCELLENT
FAAk e OK

Akt

***ﬁﬁ]

Fokrrytrs TERRIBLE
KAt

e drdede

Kieievede

first two cartoons from
xkecd. com
via Jon Blower

— National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNEIL
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PLAYS A LOUD ALERT SOUND
WHEN THERE 15 A TORNADO
WARNING FOR YOUR AREA.

. g
RAT'NG' W*Em*ol QM
USER REVEWS:
iihum*mmw
MANY ALERT (HOICES.
Eﬁtﬁ RUNNING
GREAT, NO CRASHES
U*tt**]un? HOMW YoU
CAN SEY MUTPLE LoATioS

A APP DID NOT
E!ﬁhmammmn

UNDERSTANDNG ONUNE STAR RATINGS:

Fdrdrdrdr [HAS ONLY ONE REVIEW]

Fedrdrdrde EXCELLENT
Frhdrk OK
Ao
***ﬁﬁ]
Fededdeveye

L o gagieis
Fodelevede
 gAgxgioid

TERRIBLE

THE PROBLEM WITH
AVERPGING STAR RATINGS

first two cartoons from
xkecd. com
via Jon Blower

“If your IF is above 10, then you
enter here. If it’s lower, well... “

IF cartoon all over the internet,
original source unknown

= National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNCIL
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———PPP STORE ——— “If your IF is above 10, then you
UNDERSTANDNG ONUNE STAR RATINGS: enter here. If it's lower, well... ”
@mFDOGUﬁRD :
= flon DrooGoen2? FedrArdrdr [HAS ONLY ONE REVEW]
EXCEULENT
WHEN THERE 1S ATORNADO
WARNING FOR YOUR AREA. ek OK
FrdrArdrle
RATING: R Ak A 2 ***w]
USER REVEWS: ey
mmm on e TERRIBLE
E *agr*n% RUNNING el dede
P ARk L o jalaiaiolel i s s
m%&% first two cartoons from
THE PROBLEM WITH via Jon Blower how
AVERPGING STAR RATINGS -+ but how do

you book a hotel?

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Whither ESGF?

ESGF

Dean

Williams =

L
obsaMiPs @ NASA/JPL
MERRA
MAO

NASA/NC
cs

| Qomeze — |is-enes
ﬂ ANU/NCI I l cMcC FOR EAFTK STTEN PODELLIG

National Centre for
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Whither ESGF?

The trend

©

mation Compute ummar
[e]

&t

Slide courtesy of Stefan
Kindermann, DKRZ and
IS-ENES2

&
Tha
— / \\
= i ! ]
Individual End Organized Usar Data Centre Service
Groups
U : Group
gt ** Organizeiajocalicachelor * Provides access to ESGF

« Limited resources
(bandwidth, storage,..) .

Trend

required files

Most of group don't
access ESGF, use cache
instead!

replica cache
+ May also provide access to
data near compute resources
« (BADC, DKRZ, IPSL,

L
>

Needed: Replacement for ,,Download and Process at Home" Approach

National Centre for

Atmospheric Science Trends in Computing for Climate Research
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Frustrated Users

U.S. National Academy

“Without substantial research effort into new methods of storage, data
dissemination, data semantics, and visualization, all aimed at bringing
analysis and computation to the data, rather than trying to download the
data and perform analysis locally, it is likely that the data might become
frustratingly inaccessible to users”

A National Strategy for Advancing Climate Modeling, 2012

"o

Semantic Analysis: "substantial research effort” "new methods”
“computation to data” “rather than trying to download” “frustratingly
inaccessible” (to whom?)

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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ExArch: Climate analytics Regional Climate
on distributed exascale data ;4.1 Evaluation
archives (Juckes PI, G8 funded) System (RCMES) | s Sacknd: Usr Anayi Ploin

% UCLA 05“;”’"“ DKR i en
NOAA - PMEL

KRZ
(%] UNIVERSITY OF Princeton
& TORONTO & University “Live Access

AP B N
f : - ’ i i
¢ a4 Observation/Model rainfall epoverabasit  cetbasinmeantme SErVEr”

using an area- )
series

Request

‘matching method
Strategy
Govemance structures

Interactions with GCOS,
ESA and NASA

Accessibiity
Workshops

.

Informatics
Robust metadata
Near archive processing
Software management
Query management

Climate Science

Quality assurance
Climate science
diagnostics

data analytics

Martin Juckes, V. Balaji, B.N. Lawrence, framework
M. Lautenschlager, S. Denvil, G. Aloisio, P. Kushner, D.

—
PARerA Q‘; R @
e c. narure sroaversny S s | _water Hanagement
Waliser,

S. Pastoe, A. Stephens, P. Kershaw, F. Laliberte, J. Kim, S. http://climate4impact.eu/
Fiore

— National Centre for
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Clouds

An introduction to the cloud

Why cloud? Remember all this communities, with their own software
environments?

“Cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing
resources that can be rapidly provisioned and released with minimal

management effort or service provider interaction.” — NIST SP800-145
5 essential . 4 deployment
L 3 service models
characteristics models

Private cloud
[ Commenttycloud )
bk servie) [ roreeese

Service)

Service)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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» 12 PB Fast Storage
» 1 PB Bulk Storage
» Elastic Tape

» 4000 cores: half
deployed as
hypervisors, half as
the “Lotus” batch
cluster.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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JASMIN

Virtual Organisations

JASMIN/CEDA Trusted 3rd Party}f
System Third Party
Support System
- . Support

JASMIN JASMIN
Analysis Storage Analysis Storage
Platform Platform
Software JASMIN Software JASMIN
Managed " Semi-Managed JASMIN Un Managed
Virtual Organisation Virtual Organisation Virtual Organisation

Platform as a Service — Infrastructure as a Service

NCAS itself will run a semi-managed virtual organisation (with multiple
group work spaces), but large groups within NCAS can themselves also
run virtual organisations.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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JASMIN

High performance, curation + facilitation

Objective is to provide an environment with high performance access to
curated data archive and a high performance data analysis environment!

l Virtual
Machines

Archive VO Fast VO
Storage Storage Storage

RW:  Data mounted Read/Write

RO:  Data mounted ReadOnly
=====""""" SaaS: Data access via Software as a Service
(OpenDAP etc)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
Bryan Lawrence - Leptoukh Lecture, AGU 2014
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JASMIN

Integrated Cloud Provisioning

JASMIN Internal Network External Network inside JASMIN 1

Unmanaged Cloud

Managed Cloud - Paa$, SaaS

Projectl-org Project2-org
eos-cloud-org

laa$, Paas, SaaS

Currently 0(100) “Group Work Spaces” in the managed cloud serving
0(100) “virtual organisations” and o(500) users (there is some overlap).
Unmanaged cloud is currently in testing with a few brave souls.

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
Bryan Lawrence - Leptoukh Lecture, AGU 2014
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JASMIN

Integrated Cloud Provisioning

IPython Notebook VM could access l m

cluster th ugh Python. API ssh via public IP

CloudBioLinux Desktop

ﬁér JASMIN Cloud

/ASMIN Internal th\igork “xternal Network i eJASMIN‘

"

il |l JL J
./ Unmanaged

Storage

File Server %,
. w ‘ Storage
Project1-org -

eos-cloud-org

|aas, Paa$, SaaS

— National Centre for
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Trend: Information Compute

)O0000e

Server-side

Nal data

Data Services

{THREDDS & ESGFG

analysis

Raljin Login +

and
D

t/(5Pe]jJDAp !{‘p GeoServer

Massdata
(tape)

\Coche TOPE
Tape 12,308

National Centre for
Atmospheric Science
NATURAL ENVIRONMENT RESEARCH COUNEIL

VDI: Cloud scale user
desktops on data

Puppet DevOps

Framework  openstack

tional Computational
cture 2014

Trends in Computing for Climate Research
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@000

The Water Analogy

Software

Sensors &
HPC

Networks

(A version of a cartoon | first saw in a Kevin Trenberth presentation, origin unknown.)

National Centre for
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Sensors &
HPC

Networks

Sensors [ Archives ‘r‘\'}?iﬁ"”‘é Local Cache Metadata &g} Multiple Happy
(rain) (reservoirs) f:a':al';;” (Water Tower) 8 Standards B Interfaces™ User

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Too much data

On Model Intercomparison Projects

» Model Intercomparison Projects are a response to two factors:

1. The need to evaluate our assumptions and our models. Evaluation
requires comparison, between simulations and reality, and differing
ways of doing simulation.

2. The need to share information between groups. Deciding what to do,
sharing requirements, and sharing output, at scale, is hard, and
needs organising.

> All of this is bigger than any one group can do alone. In the UK, the
response has been the UKESM programme, bringing many more
communities into the ESM frame.

» As move to more societally relevant science (the “grand challenge”),
we will have more and more communities in play, and more
evaluation to do.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Too much data

Scale, Information, Collaboration and MIPs

» Both the computing trends and the human trends are towards scale!

> At scale, we need to work harder on formally codifying information.
> Dealing with the volume, variety, and velocity of data, being shared
by multiple communities, requires more than just un-structured
documents to capture information and requirements. Need
metadata, targeted at specific parts of workflow.
> There is a necessary inertia in developing, populating, and exploiting
information systems at scale. Agility, at scale, is hard!

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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Summary

[e]e] ]}

Too much data

Scale, Information, Collaboration and MIPs

» Both the computing trends and the human trends are towards scale!

> At scale, we need to work harder on formally codifying information.
> Dealing with the volume, variety, and velocity of data, being shared
by multiple communities, requires more than just un-structured
documents to capture information and requirements. Need
metadata, targeted at specific parts of workflow.
> There is a necessary inertia in developing, populating, and exploiting
information systems at scale. Agility, at scale, is hard!

» We're all going to have to get used to “conforming” if we want to

collaborate, and future MIPS are going to require even more
information constraints, from definitions, to data outputs.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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How do we work?

How we worked

Pl stands on the shoulders of
her postdocs and students
(and as Newton would have

said, the giants.)

— National Centre for
Atmospheric Science Trends in Computing for Climate Research
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ground Trend: Information

How do we work?

How we worked How we work

Pl stands on the shoulders of
her postdocs and students Pl stands on the shoulders of her

(and as Newton would have postdocs, students, software engineers
said, the giants.) and data scientists.
’ (Are the giants down with the turtles?).

Summary

National Centre for
Atmospheric Science Trends in Computing for Climate Research
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A last thought: Our growing dependency on teams

How do we work?

How we worked How we work

Pl stands on the shoulders of
her postdocs and students Pl stands on the shoulders of her

(and as Newton would have postdocs, students, software engineers
said, the giants.) and data scientists.
’ (Are the giants down with the turtles?).

> It's fair to say that our institutions have not really caught onto the necessity to
have careers for everyone in that stack.

» From the people managing vocabularies and manually entering metadata, to the
software engineers and data scientists, we have new careers appearing, and we're
not really ready for it.

» Mercifully we're not alone, bioinformatics is blazing a similar trail, but we have
much to do.

= National Centre for
Atmospheric Science Trends in Computing for Climate Research
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