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Context

Workflow problem involves

Selection

Multiple Tiers of Storage (fast, slow,
very slow)

Multiple Types of Storage (tape, object,
posix etc)

Performance is an issue.

Compression is needed.

Lots of technology available, or
potentially available, but hard to
harness and/or not clearly useful.
Balance of “difficulty” tilting away from
“simulation hard, analysis easy” to
“simulation hard, analysis just as hard”.

deep slorage)

Key Problem

Efficient selection with high volume
deep storage depends file, format,
and domain specific metadata;
Selection could involve

"server side processing".

Select Inputs

using metadata

Retrieve data

transfer

=

simulation/

Key Problem
retrieving & scattering
data to compute nodes
(parallel read).

Read Inputs

Simulation

Key Problems
Parallel write; Presence/
absence/utility of burst buffer?;

In-flight data

production/reduction

(ideally mainly
decomposed onto PEs)

Key problem

write outputs
&/or middleware; Compression?;

Possible use of 10 servers

analysis/

Key Problem

May involve much other data as well as
other simulation products. Importance
of formats/standards/ conventions.

7 read outputs

Key Problems

Decompression? Harder to optimise?
More use of task parallelism?
Different MPI decomposition(s)?
Possible use of high volume

Al/ML workflow on GPU;
Virtualisation;Visualisation;

Active Storage; Vendor lock-in.

write more outputs

transfer

Deep Storage/)

Overarching Problems
Heterogeneous storage architectures.
Workflow portability;

Managing workflow of moving data
between tiers of storage,

potentially across WAN.

create metadata
load data

®




Seven Work Packages; Six distinct
activities

(WP-I1) Storage Interfaces; Atomic
Datasets distributed across storage
(WP-I2) Fabric and Solid State
Storage; Understanding technology
options

(WP-I3) Comparing middleware,
generic and discipline specific.
(WP-W1 and WP-W2) Active Storage
in the DASK software stack (W1) and
storage (W2)

(WP-W3) Extending I/O server
functionality

(WP4) Community Building

(not including, but not forgetting, project management.)

ExCALIldata = ExCALIwork + ExCALIStore

ExCALIData \

EX20-6 ExCALIStore (10 & Storage) \

EX20-7 ExCALIWork (Workﬂow)\

WP-11: Storage Interfaces

Goal: Users know where their data

is, can move it between sites & storage
tiers and subset using semantic
information exploiting tiered storage
locally and across WAN.

WP-12: Fabric and Solid State Storage
Goals: (1) Deploy and assess RDMA 1/O
& data analytics acceleration, including
emerging SmartNic strategies.

(2) Investigate solid state 1/0 accel'n
strategies; DAOS, Burst Buffers, DAC,
Dynamic file systems, GekkoFS, UnifyFS.

WP-13: I/0O middleware

Goal: Test and understand strengths
and weaknesses of generic and specific
1/0 middleware, in particular

(1) ADIOS and (2) ESDM.

WP-W1 Active Storage Software

Goal: Develop a full-stack approach

to active storage with user tooling
which exploits domain knowledge and
domain agnostic middleware and new
(WP-W3) active storage services.

WP-W2: Active Storage Servers

Goal: Develop, deploy and test systems
which exploit the proposed active
storage interface to carry out

specific operations behind an API
suitable for deployment in both

(1) cloud and (2) conventional HPC.

WP-Wa3: I/O Server Prototypes
Goal: Develop an "in-flight"

analysis system with interacting
MPI communicators and ensemble
reductions across model components.

WP4: Community Building & Proj. Man.

(1) Establish a UK community of RSEs and
application specialists with interest, aptitude,

and exascale data residence.
(2) Coordinate project and formal reporting
to Met Office.

and experience in managing exascale data flows [——

Both projects include

a WP4 with complementary
activities. If both are funded
twice as much effort will be
deployed as a consolidated
work package.




WP-I1 Storage interfaces and atomic datasets

Problem Statement:

How can an individual user keep track of files held in multiple different storage elements and what is
stored in the files, and how could she/he efficiently extract a particular spatio-temporal variable from within
those files without having to inspect the contents of those files to find out which files hold which subsets?

Solution:
(involves) an “aggregation abstraction with implementation” which can

(i) apply to any collection of multi-dimensional data which is distributed in hypercube fragments each of
which is stored one to a file in such a way that the index coordinate system can be held in NetCDF (or
HDF) and

(ii) be used for lazy operations in the full coordinate space without the fragment files being directly
available.



(WP-11) Persistent Atomic Datasets

We have done a lot of preliminary thinking, and have a clear path as
to how to build from an updated set of CF-aggregation rules, to
support, fragments which might include:

- NetCDF files,
- Zarr objects,
GeoTiffs from a SAFE dataset.

We will deliver at least a NetCDF solution here, and the utility of the
active storage concept will be demonstrated in W1 (active storage)
and a new JASMIN tiered storage system being developed with other

Dataset

«catalog entry»

O Collection of datasets
O Includ ion of

O Collection of "atomic datasets", or

ep
from atomic dataset.

1.7

«file»

Atomic Dataset

O Complete set of one variable

across storage and

O Points to data which may be distributed

© Coordinate metadata spans fragments

o

1 to fr

multiple quarks residing on
different storage tiers
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Atomic datasets can consist ofm|
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«concept»
Quark

funding.

atomic dataset/

NetCDF file conforming
to relevant conventions

vari-s1-e1-cfa.nc

O "Invisible" constituent of atomic dataset.
O Could be a subset, a replica and/or a

repackaging of the data in a different order.

O Aggregated hyperslab across one or more
dimensions

User software does not directly
manipulate quarks beyond those
directly accessible (e.g on

POSIX disk). System software
responds as necessary to user
software requests to move manifest
contents associated with a quark
(e.g from tape to disk).

all coordinate variables.

Holds all metadata from
\] quark files, including

=

(e.g. CFA). Always online.

completely regenerated

An atomic dataset can be
from fragments.

«list or file»
Manifest

Objects meaningless
without an atomic

Individual "quark"
collections can be
anywhere in "local"
tiered storage.
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O List of URIs for fragments OR objects
resident on one storage element

O Can be instantiated as a filelist to
pass to data management servicesB

dataset descriptor
locating data in
coordinate space.

Manifest points to EITHER
Fragments or Objects

N

«file»
Fragment

© Includes data and normal science metadata

«file»
Object

O Includes no science metadata




WP-12 Fabric and Solid State Storage (Cambridge)

WP-I1: Fabric Acceleration

Can we accelerate 1/0 using Remote Direct
Memory Addressing (RDMA) and/or
SmartNICs?

Three sub-tasks:

1) Investigating RDMA in synthetic
benchmarks

2) Investigating RDMA in real use cases

3) (Investigating real time
compression/decompression in
SmartNICs.)

WP-I2 Solid State Storage

What are some of the practicalities of really
exploiting solid state storage?

Three sub-tasks: Writing to solid state storage
might be easy, but how do we drain them? Are
there preferred file system choices?

1)  Using remote burst buffers

2) DAOS is supposedly a complete tiered
storage solution?

3) Node local ephemeral file systems?



WI2.1-1 and WP 12.1-2 RDMA

Instead of routing data from
storage to system memory
and then to the GPU memory
(left panel), it is possible to
route data direct to the GPU
memory with appropriate
direct memory access.

Well, yes, but will it make a
difference? In

- Synthetic
benchmarks,

and

- Real use cases
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WP-12 - exploiting CRCS & the Cambridge Solid State Testbed

The CRCS environment is supported by
(amongst others) the ExXCALIBUR Hardware
and Enabling Software project.

CRCS are not being funded to deliver RSE
support, but they will also bring significant
co-funding that will be directly applied to this
project.

We expect WP-I2 to go well beyond what could
have been supported without the CRCS testbed
and the extra FTE input.

Service entry

EPSRC Tier 2

STFC DIRAC
Natienal WPC Service

Bui I P User Support, RSE

Open Stack - scince cloud - user access layer

===l

672 58 core
Intel cascade

50 NVIDIA
100
12PF



WP-13: I/O Middleware

ADIOS2 is generic cross-domain I/O middleware
being developed in the US exascale
programme. The main objective is to facilitate
fast 1/0 for massively parallel jobs in a
heterogeneous storage environment. ADIOS
also provides some coupling functionality.

ESDM is I/O middleware developed for
application in earth system modelling. It is
specifically developed for fast I/0O in weather and
climate applications.

The objective of this work package is to compare and contrast the ease of use of this middleware in
weather and climate and fusion use cases. There will be a close relationship between this and WP-W3
where the XIOS sub-system is being used, and we will compare and contrast all three. (XIOS has other
capabilities, but we will also look at the ease-of-use and performance in “I/O middleware” mode.)



WP-W1;W2: Active Storage

Google says Active Storage is a computer system
architecture which utilizes processing power in disk
drives to execute application code.

In practice Active Storage needs to consist of a
middleware (W1) and server stack (W2) that supports
application code in doing data reductions in the storage
subsystem.

Why not “arbitrary application code” in the storage
subsystem? If for no other reason (e.g. security): most
of the algorithmically available parallelism will be in the
massively parallel compute system.

In practice we will work using the Dask AP, the
dask-distributed concept for fragmented arrays and the
HDF concept of chunking to push reductions down onto
chunks in storage.

status quo

user code

domain specfic
API

analysis library

domain specfic
operations

complex
kernels

netcdf-api

compress/
decompress

first steps

user code

domain specfic
API

analysis library
domain specfic
operations

Mesh/Grid complex
Reductions kernels

A
simple
kernel API

netcdf
replacement
(temporary)

L1s

compress/
decompress

active
(simple)
kemnels

internal
storage-api

active storage

user code

domain specfic
API

analysis library
domain specfic
operations

Mesh/Grid
Reductions

complex
kernels
X

simple
kernel API

netcdf-api

active-api

/|

compress/
decompress

active
(simple)
kernels

internal
storage-api




W1 Active Storage Software

e.g Python Program l%—

Application

L |

(Select menu of active funclions)

v

UGRID conventions support
and implementation

Design Active function API.
Develop client side library

v

v

Specify method of passing
function down stack.
Extend Dask to passthru

e.g. cf-python, IRIS
Extend CF conventions
UGRID support in libraries

Domain Utility Library

|

function specification.

’

Develop netcdf clone
(based on s3Netcdf)

which passes function
through to storage.

A

Develop server side library.
Design an active API service,
including "chunk cache"

e.g. numpy, dask
Make dask aware
of storage

Supporting Modules

€]

3

processing options

5]

Format Library

L

Passthrough
processing

e.g. netcdf, zarr

e.g. POSIX disk,
S3 object store,

Storage Media

L

Add support for

reductions & compression/

decompression

AN

v

Implement active storage
server prototype.

‘ Document and Report |




W2 Active Storage Servers

cluster

The API talks to “chunks” and
needs to work on those

node4 node3 node2 node1l

node8 node7 V node6 p node5

File System / Object Store/

chunk4D chunkaB t'hunk?z[3 chunk1 D
index chunked X

order ) /

storage server2

Two implementations:

W2-1 S3 (with StackHPC)

shard2n2 shard2n1

shardin2

shardini

W2-2 IME/RED (POSIX) (with DDN)




WP-W3: I/O Server Prototypes

We know how to do this
fora UM atm-only
system.

But we need to
improve the range
of diagnostics.

In W3 we will

Extend to a UM
coupled system
Investigate LFric
ensembles.
Extend to NGMS
(LFRic+NEMO)
(Compare with 13
results for 1/O
performance.)

multi-executable ensemble\

simulation-1 \

MPI1C

Internal

_| communicators
for domain
decomposition

MPI1A

|
Handles inter component j «OASIS»
communications coupler-1
O [}
«lIfric» _Q_ «nemo»
atmosphere-1 ocean-1

MPIHO

simulation-2 \

Handles I/O
and ensemble
processing

for atmosphere

-

MFAIXA

]
«XI0S»
io-server A

Disk

O
Handles inter component «0OASIS»
communications coupler-2
Handles I/O [} L)
and ensgmble «lfric» _O_ «nemo»
processing atmosphere-2 ocean-2
for ocean MPI2C
/ Internal
_ _| communicators -
g for domain _O
MPIXO MPI2A decomposition MPI20
]
«XI0S»
io-server O




(Identify major Knowledge Exchange channels and contacts)

W P4 : K n OWI e d g e Tra n Sfe r (Strengthen existing links with Society of Research Software Engineers)

end-users and relevant conferences, workshops
Knowledge Exchange : . . ; d i
coordin agt’or 5 9 national & international seminar opportunities

research communities

Initial work will be undertaken by Dr Fanny
Adloff (ENES Scientific Officer); but we

expect to entrain other RSE staff.

. T 2 Identi d liaise with
First milestone is to develop a plan! dently and isise with | | CCicr il ety sector [Map Siidrani J

(Establish a knowledge dissemination strategy plan)

v

We will also coordinate reaching out to the o , e
) . ontribute to the programme’s knowledge dissemination strategy
other use-cases for |nput to the various WP through networking with peer KE coordinators
through this WP, ¥
[Scoping workshop(s) with target secondary user communities j
. . . Lo (e.g. Turbulence consortium, AIML for data science project, DIRAC community etc)
Fanny and Grenville, with provide initial T

support to meet Met Office reporting

. (Atlend meetings as appropriate)
requirements.

(Dissemination workshop towards the end of the project)

(Summary communication and dissemination repon)




ExCALIStore

‘ Q3 2021 | ‘ Q4/Q1 2022 Q2/Q3 2022 ‘ ‘ Q4/Q1 2023 ‘ I Q2/Q3 2023 |
wi2.1-1 Wit-1 Wi1-2 WI1-3 WIi1-4
Test H Fragmenting H Extended H Python H Plugin
Tools Convention Prototypes Library Library
W4-1 Wi2.2-1 Wi2.1-2 | WI2.2-2 Wi2.1-3
KE Plan || Remote || Analytic DAOS || SmarNIC
Burst Pipelines Compression
" Buffer & RDMA Wi3.1-2 Decompression
cheduling
WI3.1-1 L| W4-2 Fusion WI3.2-1 ESDM
L| ADIOS Workshops use-cases Y on Cambridge
Implementation Testbed
& Tooling
ExCALIWork
I
| Q3 2021 | | Q4/Q1 2022 | | Q2/Q3 2022 Q4/Q1 2023 Q2/Q3 2023 m
W4-1 Wi1-1 W1-3 Wi-4 W1-5 W1-6 W4.3
KE Plan H Conventions H Software H Application Integration End-to-End Report &
Support Delivery Software Test Dissemination
w2.1-3
W1-2 || W2.1-2 W2.1-3 Testing (30) W3-3 NGMS
H Software Deployment (30) H Production Ensemble
Prototype Software (30) W2.2-3
|| W2.2-2 IME Testing (25)
W2.1-1 Integration (25) || W2.2-3 RED
H Golden Integration (25)
Model (30) | wa-2
Workshops || W3-2 LFRIC
w2.2-1 Ensemble
H Algorithmic
Split (25)
W3-1
— Coupled
UM Ensemble

Q4/Q1 2024

|| Integration &

WI1-6

User
Reporting

Wi2.2-3
Node-Local
Burst

Buffer

WI3.2-2 ESDM
testing
& evaluation

Q2 2024

T

Wi1-6
Paper &
Report

WI3.1-3
Weather
&Climate
Use cases

[

W4-3
Final Report &
Dissemination

Initial Priorities:
KE Plans
Sub-Contracts
Getting staff and
tooling sorted in
Cambridge
CF fundamentals
for both projects




